
Springer Series in Materials Science 296

Elena V. Levchenko
Yannick J. Dappe
Guido Ori   Editors

Theory and 
Simulation 
in Physics 
for Materials 
Applications
Cutting-Edge Techniques in Theoretical 
and Computational Materials Science



Springer Series in Materials Science

Volume 296

Series Editors

Robert Hull, Center for Materials, Devices, and Integrated Systems,
Rensselaer Polytechnic Institute, Troy, NY, USA
Chennupati Jagadish, Research School of Physical, Australian National University,
Canberra, ACT, Australia
Yoshiyuki Kawazoe, Center for Computational Materials, Tohoku University,
Sendai, Japan
Jamie Kruzic, School of Mechanical & Manufacturing Engineering, UNSW
Sydney, Sydney, NSW, Australia
Richard M. Osgood, Department of Electrical Engineering, Columbia University,
New York, USA
Jürgen Parisi, Universität Oldenburg, Oldenburg, Germany
Udo W. Pohl, Institute of Solid State Physics, Technical University of Berlin,
Berlin, Germany
Tae-Yeon Seong, Department of Materials Science & Engineering,
Korea University, Seoul, Korea (Republic of)
Shin-ichi Uchida, Electronics and Manufacturing, National Institute of Advanced
Industrial Science and Technology, Tsukuba, Ibaraki, Japan
Zhiming M. Wang, Institute of Fundamental and Frontier Sciences - Electronic,
University of Electronic Science and Technology of China, Chengdu, China



The Springer Series in Materials Science covers the complete spectrum of materials
research and technology, including fundamental principles, physical properties,
materials theory and design. Recognizing the increasing importance of materials
science in future device technologies, the book titles in this series reflect the
state-of-the-art in understanding and controlling the structure and properties of all
important classes of materials.

More information about this series at http://www.springer.com/series/856

http://www.springer.com/series/856


Elena V. Levchenko • Yannick J. Dappe •

Guido Ori
Editors

Theory and Simulation
in Physics for Materials
Applications
Cutting-Edge Techniques in Theoretical
and Computational Materials Science

123



Editors
Elena V. Levchenko
CARMA, School of Mathematical
and Physical Sciences
The University of Newcastle
Callaghan, NSW, Australia

Yannick J. Dappe
SPEC, CEA, CNRS
Universite  Paris-Saclay
Gif-sur-Yvette, France

Guido Ori
IPCMS, CNRS
University of Strasbourg
Strasbourg, France

ISSN 0933-033X ISSN 2196-2812 (electronic)
Springer Series in Materials Science
ISBN 978-3-030-37789-2 ISBN 978-3-030-37790-8 (eBook)
https://doi.org/10.1007/978-3-030-37790-8

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-37790-8


Preface

Nowadays, more and more industrial communities increasingly rely on atomic-scale
methods to obtain reliable predictions, complement qualitative experimental anal-
yses and circumvent the experimental difficulties. This book is a unique compre-
hensive overview of the latest advances, challenges and accomplishments in the field
of theoretical and computational materials science. The most modern advanced
simulation techniques and up-to-date theoretical approaches of a selected panel of
about thirteen research teams are presented in this book. The book covers a wide
range of advanced materials, their structural, elastic, optical as well as mass and
electronic transport properties. This book will benefit to physicist, applied mathe-
maticians and engineers interested in advanced simulation methods in materials
science. It also can be recommended as additional literature for undergraduate and
postgraduate students with majors in physics, chemistry, applied mathematics and
engineering.

Newcastle, NSW, Australia Elena V. Levchenko
Gif-sur-Yvette, France Yannick J. Dappe
Strasbourg, France Guido Ori
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Chapter 1
Making Computer Materials Real: The
Predictive Power of First-Principles
Molecular Dynamics

Carlo Massobrio, Mauro Boero, Sébastien Le Roux, Guido Ori, Assil Bouzid
and Evelyne Martin

Abstract First-principlesmolecular dynamics (FPMD) is awell-establishedmethod
to study materials at the atomic scale by taking advantage of three ingredients: the
laws of statistical mechanics, the theoretical foundations of density functional theory
and powerful computers. FPMDdoes its bestwhen the atomic structures are unknown
or poorly known andwhen their time trajectories are required to extract, via statistical
averages, a thermodynamical evolution as a function of temperature. In this paper,
key concepts of molecular dynamics are recalled and made simple, by insisting on
the proper use of some definitions and by showing, via a prototypical example, the
sensitivity to a crucial part (the exchange-correlation energy) of the total energy
functional.

1.1 Introduction

Understanding the properties of materials at the atomic scale is a longstanding chal-
lenge of modelling approaches. The quest of a one-to-one correspondence between
experimental data and theoretical counterparts rests on the establishment of realis-
tic models and affordable techniques, keeping the pace with the increasing speed
of available computers and able to complement and enrich measurements [1]. At
the very beginning of modern science, computers were considered uniquely as tools
making possible calculations too complex to be solved analytically [2, 3]. The notion
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of time as physical parameter was completely decoupled by the computational time
required to complete the calculation of a given property. For instance, the time taken
to achieve the diagonalization of a Hamiltonian (a well-known procedure in many
areas of theoretical physics and chemistry) did not bear any scientific significance,
besides the obvious fact that it could be insightful in order to assess the performances
of the computer. Looking back at the past century, it was in the fifties that theoreti-
cians began realizing that computers could be exploited to achieve the longstanding
dream of statistical mechanics. This amounts to exploring the macroscopic scale
by relying on a time repetition of microscopic events produced by the equations
of motion of classically perceptible degrees of freedom: the atoms. The underlying
idea is as simple as plausible, even though its practical realization can be (in certain
cases) of insurmountable complexity. Let us suppose that we can take reasonable
guesses on a set of initial atomic positions, as it is case for a crystal or for some
other ordered topology. Provided we are able to describe the interatomic forces (in a
first approximation, they can be as qualitative and simple as possible, as a Lennard-
Jones potential or equivalent expressions depending only on the distances between
two atoms), the Newton equations of motion will drive the atoms around the con-
figurational space [4]. In the rare and somewhat unique case that the atoms are in
the absolute (or in one of the relative, if any) minimum of the potential energy sur-
face, no appreciable movement will follow, as it should be since neither velocity or
acceleration will be different from zero. However, under any other circumstance, the
atoms will start to move with amplitudes directly related to the distance from the
minimum energy positions. These are exactly the physical conditions allowing for
the gap between computational time and real evolution time to be bridged. Once a
discretization of the equation of motion is implemented in the computer, the time
spent in calculating the different ingredients of the equations of motion (calculation
of the forces and resulting displacement of the atomic position in an iterative man-
ner) can be subdivided in incremental steps along a temporal trajectory. Accordingly,
molecular dynamics (MD) consists in moving atoms under the action of forces on
an atomic scale, thereby establishing a correspondence between the computer time
(or, better, the elapsed time) spent calculating quantities depending on positions and
the physical time inherent in the evolution of the coordinates [5]. These two different
scales, one purely technical, the other having full physical sense, are related by the
notion of step of integration for the equations of motion, chosen to describe with
optimal accuracy movements occurring on frequencies typical of the system under
consideration. As a natural consequence, the time needed to carry out a full molec-
ular dynamics calculation is, to a very large extent, a multiple of the time taken by
the computer to carry out all operations needed to move the atoms simultaneously
under the action of the forces. This factor is essentially the same as the number of
integration steps in a given trajectory, a typical number being close to a thousand
for a temporal length of 1ps. Having established that MD acts as a transformer of a
computational time with no physical meaning into a physical time measuring actual
temporal intervals, the realization of its paradigm requires the proper account of a
further relationship between macroscopic and microscopic scales. Such endeavor
has to do with the concept of temperature. At first sight, atoms moving around under
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the action of forces do not bear any clear-cut information on thermal processes, quite
often associated with the presence of external constraints such as thermostats. While
the idea of thermostat can also be made fully compatible with molecular dynamics,
it is important to underline that any collection of moving atoms concur to its own
thermal conditions [6]. This holds true via the equivalence between the temperature
and the average of the kinetic energy modulated by factors readily extractable from
the equipartition theorem. To move towards quantitative modelling of materials, two
further issues have to be addressed: system size and reliability of the forces calculated
within the selected model. Concerning system size, if we are to follow the motion
of atoms individually, the number of such variables has to be limited by obvious
computational constraints. However, periodic boundary conditions are a convenient
tool to bypass this problem, since quite often, and especially in homogeneous disor-
dered systems as those treated in this review, the extent of order is limited to a few
interatomic distances. Therefore, the only strict requirement is to adopt simulation
boxes capable of including the dimensions inherent in the problem under consid-
eration. As an example, order in disordered network-forming systems extends well
beyond the first shell of neighbors, requiring minimal periodic systems larger than
those employed for describing short range order in other more conventional liquid
and glasses. It remains true that, as a general hand waiving statement valid for any
molecular dynamics study, the larger the number of atoms considered the better the
challenge of reproducing an infinite size behavior will bemet, this beingmore crucial
for systems containing inhomogeneous regions, like extended defects. The issue of
forces is conceptually the most delicate to handle in any molecular dynamics appli-
cation, by marking the boundary between classical and first-principles applications
of MD. What is the actual meaning of classical when classical molecular dynamics
is invoked? To describe the movement of atoms, one is faced with the dilemma of
describing the interatomic forces, on the basis of a so-called force field derived from
the potential energy (the effective potential). Anytime the expression of the potential
energy contains variables devoid of an intrinsic quantum nature (as the electrons)
and can be obtained via an analytical expression based on atomic coordinates, the
corresponding dynamics will be termed classical. This corresponds to the choice of
neglecting the inner chemical nature of the atoms, taken as zero-dimensional objects
exploring the configurational space under the laws of classical mechanics. The reli-
ability of classical potentials employed to model materials is a longstanding subject
of debate and the target of widespread efforts in the community of computational
materials science. Chemical intuition has guided the choice of analytical expressions
(mostly parametrized to experimental data) corresponding to well defined bond-
ing characters by allowing for significant advances to be made ever since the first
application of MD to real systems. However, with the exception of rare gases and
very specific bonding situations and properties, effective potentials are bound to fail
when the explored phase space differ substantially from the reference conditions
employed in the fitting of the parameters. Within this context, one has to realize that
the choice of modelling materials with effective potential is still appealing when
the number of degrees of freedom is exceedingly high (say, more than a thousand)
and the relevant temporal scales are beyond the nanosecond. A real dilemma arises
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when the quality of the interatomic interaction is well below the acceptable threshold
separating qualitative from quantitative. An interesting textbook case is provided by
liquid GeSe2 [7]. This system is a prototype of a disordered network-forming mate-
rial in which the regularity of a tetrahedral arrangement, based on Ge atoms fourfold
coordinated to Se atoms twofold coordinated, is altered by the presence of homopolar
bonds and Ge (Se) atoms departing from the main coordination motif. A few years
ago, while pursuing a first-principles modelling effort of this system along the lines
that will be described elsewhere in this paper, we constructed an interatomic potential
based on a two-body part, predominantly Coulombic and an account of ionic polar-
ization. Formal charges are assigned to the atoms by assuming that Ge is positively
charged (4+) and Se is negatively charged (2−) as it could be tentatively extracted
from their valence states. The intrinsic limitations of thismodel are exemplified by the
value of the melting point (Tm = 2900K) (experimental value of Tm = 1025K) and
by the fact that homopolar bonds are absent. Also, the diffusion coefficient measured
at T = 1050K is recovered at a temperature as high as T = 7000K, demonstrating
that the network atoms, rigidly connected in tetrahedra by the interatomic potential,
cannot diffuse adequately unless extremely high temperatures are achieved.

We can employ the above example to define the boundaries between two kinds
of description of materials, the first (classical) based on empirical rules (charges
on atoms following the valence in the periodic table, polarization inserted ad hoc,
Coulombic interactions between point charges combinedwith two body interactions)
and the second (ab-initio) or (first-principles). In this approach both the ionic and
the electronic structure (or, better the electronic degrees of freedom) concur to the
determination of the structure and of its evolution as a function of temperature. Before
taking a close look to the basics of the formalismunderlyingfirst-principlesmolecular
dynamics (FPMD), a few points are worth to be underlined. The notions of first-
principles and quantum do not have to be amalgamated and considered as equivalent.
Calling FPMD as quantum molecular dynamics will be an overstatement driving a
serious misunderstanding especially in young practitioners. FPMD calculates forces
derived from a potential energy established by accounting for the quantum nature
of the electronic structure [8]. This is expressed, most of the times, by resorting to
density functional theory (DFT) and its associated total energy functional, playing
a role of a potential energy from which the forces can be extracted. This statement
is built on the Newtonian nature of the equations of motion that are by no means
quantum since they remain fully deterministic through the evolution in time of atomic
trajectories. Having established that there is nothing quantum in the evolution of
trajectories since the quantum nature of FPMD lies in the potential energy, it is worth
to dwell on the significance of non empirical commonly attached to first-principles
approaches. Electronic structure methods such as density functional theory contain a
certain degree of empiricism since they are based,without undermining their accurate
character, on ideas and schemes that cannot be considered fully exact, essentially
due to the complexity of the inherent many-body interactions. Several ingredients
can appear to have an empirical nature since lying on initial assumptions. To this
category belongs the expression of the exchange-correlation functional, for which all
existing recipes have been proposed by following a specific rational constructed from
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plausible hypotheses and developed in the earnest search for improvements. Despite
these undeniable (and somewhat undesirable) features, electronic structure methods
as those employed in first-principlesmolecular dynamics has to be considered as non-
empirical since they do not employ any experimental input in the expression of the
total energy. In otherwords, regardless of the analytical expression for those parts that
are not uniquely determined within DFT (as the exchange-correlation energy and the
dispersion forces, if added) no parts of the total energy are inspired by results obtained
out of the selected theoretical framework. The advantages of this drastic choice are
numerous and much more rewarding of those quite often invoked (affordability,
handiness, overall simplicity, control of tractable physical parameters) when using
effective potentials. The main advantage is intrinsic transferability, this meaning
the use of the same scheme regardless of the specific thermodynamic conditions of
the system under consideration. In addition, one has access to chemical bonding
anytime during the time evolution of the system, thereby allowing interpretation of
any phenomena in terms of electronic structure features. Also, an appealing view on
the chemical nature of the system is readily available, without a priori labelling on
supposedly ionic, covalent or metallic character of bonding.

1.2 Basics of First-Principles Molecular Dynamics

This section is intended to recall the main guidelines of FPMD in the form intro-
duced by Car and Parrinello (CP) in 1985 [9]. Despite the consistent period of time
elapsed since the appearance of that historical paper, the method remains a remark-
able example of theoretical strategy combining concepts of statistical mechanics,
electronic structure theory and computational implementation. Let’s start by consid-
ering the Lagrangian of a system composed of ions of coordinates Ri and electrons,
described through a suitable set of orbitals ψ j (r):

LCP = μ
∑

i

∫
|ψ̇i (r)|2dr + 1

2

N∑

I=1

MI Ṙ2
I − Etot[{ψi }; {R}]

−
∑

i j

λi j

(∫
μψ∗

i (r)ψ j (r)dr − δi j

)
(1.1)

The first difference to be underlined with respect to a classical molecular dynamics
scheme rests on the dependence of the total energy on both the ionic and the electronic
variables, i.e. Etot[{ψi };{R}]. The total energy of the FPMDmethod is the equivalent
of the potential energy in a classical scheme, its analytical form being essential inac-
cessible since depending on a multitude of degrees of freedom. Obtaining a realistic
total energy and exploiting it to gain information on the properties of a system is cru-
cially dependent on the availability of a theoretical model such as density functional
theory, this accounting for an entire field of knowledge by itself, regardless of any
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targeted use for FPMD calculations. The second member of the above equation is the
total kinetic energy of the ionic part, easily recognizable since dependent uniquely
on Ri . Consideration of these two terms only corresponds to a dynamical evolution
in which all contribution of the electronic structure is built inside the total energy.
If the Lagrangian consisted of these two terms only, we would be dealing with the
so-called Born-Oppenheimer (BO) molecular dynamics. The underlying hypothesis
views the electrons lying exactly, for each set of ionic coordinates, on the ground
state Born Oppenheimer surface, the forces being calculated under these conditions.
While this approach is feasible, and currently pursued in several implementations of
FPMD, it requires optimization of the electronic structure through strict (and time
consuming) convergence of the orbitals to their ground state value for each step of
the time trajectory. Such procedure can be avoided by introducing, as in the above
CP Lagrangian, the notion of fictitious electronic degrees of freedom, associated to
the electronic wave functions (the orbitals) via a fictitious mass μ. Accordingly, the
first member of the CP Lagrangian is a kinetic energy measuring the departure of the
orbitals from the BO surface. Providedμ is small enough, one can safely avoid recal-
culating the electronic ground state, while keeping the electronic and ionic degrees
of freedom on well separated range of frequencies for their movement. The idea of
attributing a dynamical character to the electronic wave functions establishes a cor-
respondence between the evolution of a time trajectory (in principle involving two
families of degreed of freedom, ions and orbitals) and the concept of systems at equi-
librium in the sense of statistical mechanics. This is key ingredient of the method that
allows bridging the gap between two communities (statistical mechanics and elec-
tronic structure calculations). Due to this unifying view, the CP approach appears to
benefit of an everlasting novelty, ensuring its unshakeable importance in theoretical
condensed matter and beyond. In practice, the introduction of a variable μ taking
very small values prevents (on reasonably long time scales for FPMD applications)
the full dynamical systems (ions and “electronic” degrees of freedom) to attain equi-
librium in the thermodynamic sense, this meaning equipartition of kinetic energy.
The CP method has been conceived exactly to achieve the opposite: ions follow
a dynamical evolution at the temperature of interest, while the fictitious electrons,
bearing much higher dynamical frequencies due to their mass, adapt adiabatically
to the ionic movement with no energy exchange between this two subsystems. In
practice, at the beginning of a FPMD run and before starting the dynamics, one has
to perform a single optimization of the electronic structure to make sure the BO
conditions is fulfilled. Then, under the action of the equations of motion, one for
each set of degrees of freedom as readily derived from the Lagrangian, the ionic
motion will evolve in time while the electronic structure will adjust adiabatically
(also by following its own Newton dynamics) to any change in the ionic config-
uration. Since μ has to be made very small (typically 50–100 times smaller than
the ionic mass) and the corresponding frequencies are much higher than the ionic
one, timesteps are shorter than in classical molecular dynamics, thereby causing an
increased computational cost. This shortcoming has been pointed out as the main
disadvantage of the method, together with the obvious observation that the account
of the electronic structure increases the predictive power of molecular dynamics
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while drastically decreases its affordability. Before addressing one specific example
of FPMD application, it is worth to underline that using DFT as a mean to describe
the potential energy of a system can never be considered as a routine step in the
implementation of the CP equations of motion. The typical stumbling block to be
surmounted to confer a realistic character to the entire simulation is the choice of
the exchange-correlation part of the total energy functional. This part stems directly
from the approximate character of the Kohn-Sham formulation, in which the elec-
trons are treated as independent particles, giving access to an electronic density that
is simple superposition of their squared value, to indicate a probability. While this
ansatz makes the full derivation of the total energy tractable, the quest of predictive
power requires quantum effects (exchange energy) and many-body electronic effects
(correlation energy) to be reinserted appropriately. This is the role of the exchange-
correlation functionals, for which, over the years, several recipes going beyond the
local density approximation (LDA) have been proposed. In 1999, we were able to
demonstrate that LDA does not work properly for a prototypical network chalco-
genide (liquid GeSe2), by correlating this shortcoming to an insufficient account of
the ionic character of bonding, partially restored with the introduction of the gen-
eralize gradient approximation. In what follows, these concepts are exemplified for
the case of liquid GeSe, for which we moved to a step forward, by introducing three
distinct sets of exchange-correlation functional (all beyond LDA) and performing a
comparative study [10].

1.3 Liquid GeSe

It is worthwhile to consider the structural properties of disordered chalcogenides
since there are a wealth of experimental data reporting on the existence of inter-
mediate range order (IRO) as a function of composition, for instance in GexSe1−x

(0 ≤ x ≤ 1) systems for the 0.15 � x � 0.40 range [11, 12]. Interest in liquid GeSe
rests on the lack of IRO attributed to the absence of a predominant structural motif
[13, 14]. In one of our early investigations of the structural properties of disordered
network-formingmaterials [13]we employed for the exchange-correlation functional
(XC) the Perdew-Wang (PW91) scheme as the generalized gradient approximation
(GGA) in the framework of density functional theory (DFT) [15, 16]. This choicewas
substantiated by early achievements (referred to in the previous section) showing that
disordered chalcogenides cannot be modelled quantitatively by relying on the local
density approximation for the exchange-correlation functional since the resulting
structure has little in common with the experimental one and, in particular, interme-
diate range order is absent. Focusing on the first set of GGA data (those obtained
via PW91) we found that some features in the Ge subnetwork were a clear indica-
tions of the need of further investigations in the search of the optimal choice for the
XC functional or, at least, bringing substantial improvements. When looking at the
Ge-Ge pair correlation function gGeGe(r), the two maxima located before and after a
well discernible minimum were insufficiently reproduced by the calculations. In this
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respect, we took advantage of previous results on disordered GeSe2 to ascribe this
shortcoming to an exceedingly high impact of the metallic nature of bonding on the
topology of the coordination shells. In fact, an overestimate of the metallic character
of bonding was identified as responsible of shallow patterns of maxima and minima
for a Ge-Ge pair correlation function [13]. The case of liquid and glassy GeSe2,
[17–19] is instrumental to substantiate these findings. The use of the scheme due to
the Becke (B) for the exchange energy and Lee, Yang and Parr (LYP) for the corre-
lation energy improved to a very large extent the atomic structure, as exemplified by
the shape of gGeGe(r). Having established that BLYP can have a non-negligible effect
in the case of Ge-Se disordered chalcogenides, we have adopted the same recipe to
the case of liquid GeSe, thereby providing a revealing example of the effect of the
XC functional on the structure of chalcogenides and, more general, of materials for
which FPMD proved to be applicable with an unmistakable success. In what follows,
FPMD data using BLYP will be presented for the case of liquid GeSe, at the same
temperature as in [13, 14]. To enrich this analysis, we have also accounted for the
Perdew-Burke-Ernzerhof (PBE) functional, very much popular in the area of disor-
dered materials [20–23]. Also, new PW91 data are produced to complement those
of [13].

1.4 Theoretical Model

The systems employed had N = 120 (60 Ge and 60 Se) atoms (BLYP and PBE cases)
and N = 108 (54Ge and 54 Se) (PW91 case). The FPMD simulationswere performed
in the NVT ensemble. In regard to the new PW trajectory, the results did not differ
significantly from those of [13], while the diffusion coefficients, calculated on a
more extended trajectory, were smaller, most likely because of the longer relaxation
times allowing for actual diffusion at equilibrium. Concerning the PBE scheme, it
is worthwhile to point out that this GGA scheme does not differ drastically from
the PW91 one since it is based on an extrapolation of the XC energy pertaining to
the homogeneous electron gas. On the contrary, it is expected to correct some the
deficiencies of the PW91 scheme [20].

As customary in FPMD Car Parrinello calculations, valence electrons only were
considered in combination with norm conserving pseudopotentials of the Trouiller-
Martins type [24]. The energy cutoff of the wave functions expansion was equal to
Ec = 30 Ry. Equilibrium trajectories as long as 100ps were considered, with calcu-
lated errors bars (extracted from sub-trajectories) taking values of 5% at most for
structural properties.
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1.5 Neutron Total Structure Factor and Total Pair
Correlation Function

With the purpose of describing the structure of liquid GeSe it is convenient to intro-
duce the total neutron structure factor ST(k) that reads

ST(k) − 1 ≡
n∑

α=1

n∑

β=1

cαcβbαbβ

〈b〉2
[
SFZαβ (k) − 1

]
(1.2)

where α and β are the chemical species, n = 2 is their number, bα is the coherent
neutron scattering length related to the species α and cα is the atomic fraction.
In addition, 〈b〉 = cGebGe + cSebSe is the mean coherent neutron scattering length,
while SFZαβ (k) is a Faber-Ziman (FZ) partial structure factor. In real space one has the
corresponding information via

gT(r) − 1 = 1

2π2 n0 r

∞∫

0

dk k [ST(k) − 1] sin(kr)

=
n∑

α=1

n∑

β=1

cαcβbαbβ

〈b〉2
[
gαβ(r) − 1

]
(1.3)

where gαβ(r) is a partial pair distribution (also termed correlation) function and n0
is the atomic number density.

In Fig. 1.1 the experimental result SexpT (k) [12] is shown with SthT (k)PW, SthT (k)BLYP
and SthT (k)PBE. SthT (k)PW and SthT (k)PBE have very close shapes, while the BLYP
approach improves the height of the peak at k ∼ 4 Å−1, and underestimates the
height of the peak at k ∼ 2.2 Å−1. Overall, none of the three total neutron structure
factors stands out as drastically better performing than the others, and, in particular,
none of them agrees entirely with the experimental one for k ≥ 4 Å−1.

The total pair distribution functions are shown in Fig. 1.2. It appears that gPW91
T (r)

and gPBET (r) are very close and in very good agreement with gexpT (r) at the level of
the first peak. Such peak is higher in the gBLYPT (r) case, while the first minimum
at r ∼ 3 Å is more pronounced, showing that BLYP produces a more discernible
sequence of shells of neighbors than the PW91 and the PBE schemes.

1.6 Reciprocal Space Properties: Faber-Ziman Partial
Structure Factors

Focusing on the Faber-Ziman [25] partial structure factors, SPW91
αβ (k), SBLYPαβ (k) and

SPBEαβ (k) (see Fig. 1.3), it appears that the best agreementwith experiments is found for
SSeSe(k). Also, the differences among SPBESeSe(k), S

PW91
SeSe (k) and SBLYPSeSe (k) are minimal.
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Fig. 1.1 Total neutron
structure factor for liquid
GeSe at T = 1000K. The
experimental result SexpT (k)
given in [12] (pink line with
circles) is compared to
SthT (k)PW91, SthT (k)BLYP and
SthT (k)PBE. For clarity
purposes FPMD data sets
have been shifted on y axis
by 3.0, 2.0 and 1.0
respectively
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Fig. 1.2 Total pair
distribution function for
liquid GeSe at T = 1000K.
The experimental result
gexpT (r) given in [12] (pink
line with circles) is
compared to the calculated
functions gthT (r) for the
PW91, BLYP and PBE
models. For clarity purposes
FPMD data sets have been
shifted on y axis by 3.0, 2.0
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The case of SGeSe(k) deserves somemore comments.Clearly, SBLYPGeSe (k) is substantially
distinct from SexpGeSe(k), S

PW
GeSe(k) and S

PBE
GeSe(k) in the range 2 Å

−1 < k < 4 Å−1, thereby
providing evidence that BLYP is less performing than PBE and PW to describe Ge-
Se nearest neighbor interactions. Turning to SGeGe(k), this partial structure factor
has intensities for the maxima and minima in better agreement with experiments
for the BLYP case, especially for k ≥ 3.2 Å−1. There is a striking contrast between
the patterns of SPW91

GeGe (k) and SPBEGeGe(k) and the one made of clearly visible maxima
and minima featured by SBLYPGeGe (k). By confirming that liquid GeSe does not exhibit
intermediate range order, none of the partial structure factors described above is
characterized by the occurrence of the first sharp diffraction peak (FSDP) at 1 Å−1,
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1.7 Real Space Properties

1.7.1 Pair Distribution Functions

In the case of gPW91
αβ (r), gBLYPαβ (r) and gPWαβ (r) (seeFig. 1.4), themost striking difference

between the BLYP, PW91 and PBE schemes (these latter two being once again very
close) is in the range of interatomic distances typical of homopolar bonds, found
experimentally at 2.36 Å [26]. The BLYP approach performs better than PW91 and
PBE since an unambiguous minimum is found at r ∼ 3 Å, almost as intense as the
experimental one. Also, there is maximum in gBLYPGeGe (r) at 2.49 Å, improving upon
the position 2.75–2.77 Å resulting from PBE and PW91. However, the first peak in
gBLYPGeGe (r) is by far the highest among those under consideration, giving rise to a very
large coordination number associatedwith theGe-Ge interactions (1.2, seeTable1.1).
Focusing on the case of gBLYPGeSe (r), the main peak is more intense and sharper than in
gPW91
GeSe (r) and g

PBE
GeSe(r) cases, as a consequence of the the higher electronic localization

induced by this XC functional. For similar reasons, there is a more distinct separation
between the shells of Ge-Se neighbors, giving rise to a visible second maximum at
r∼ 4Å, not appreciable in gPW91

GeSe (r) and g
PBE
GeSe(r). Negligible differences are recorded

for gPWSeSe(r), g
PBE
SeSe(r) and g

BLYP
SeSe (r) pair correlation functions, none of them exhibiting

a first maximum at ∼ 2.5 Å indicative of homopolar bonds.

1.7.2 Coordination Numbers

The coordination numbers n̄αβ can be found in Table1.1. These quantities are equiv-
alent to the the mean number of closest neighbors of type α around an atom of type β

inside a range accounting for distances up to 3 Å, corresponding to the first minimum
of the total pair correlation function. For reference purposes and in line with their
frequent use when studying the topology of disordered networks, in Table1.1 we
show n̄αβ for the chemically ordered network (CON) model and the random covalent
network model (RCN). Experimental values are 3.44 for Se and 4 for Ge. Calcu-
lations underestimate these values giving coordinations equal to 2.67 (BLYP) 3.07
(PBE) 3.09 (PW91) for Se and 3.74 (PBE), 3.79 (PW91) 3.82 (BLYP). This is espe-
cially true in the case of Se due to the inability of the models to provide structures
with neglect of Se-homopolar bonds. To visualize the network topology of l-GeSe
in the BLYP case we make available in Fig. 1.5 a snapshot of the structure. There
is an undeniable variety of coordination motifs for both Ge and Se, none of them
being predominant as the GeSe4 tetrahedron in other systems of the Ge-Se family at
concentrations richer in Se (GeSe2 and GeSe4 for instance).
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Table 1.1 The first (FPP) and second (SPP) peak position in gαβ(r) and the nearest neighbor
coordination numbers n̄αβ for the FPMD models of liquid GeSe (present work). The predictions of
the CON and RCN models are also reported [12]

gαβ(r) Liquid
GeSe

FPP (Å) SPP (Å) n̄αβ n̄αβ (CON) n̄αβ (RCN)

gGeGe(r) PW 2.77 3.87 0.8 2 2.6667

BLYP 2.49 3.90 1.2 2 2.6667

PBE 2.75 3.87 0.7 2 2.6667

exp 2.36 3.81 0.8

gGeSe(r) PW 2.57 – 2.99 2 1.3333

BLYP 2.41 3.96 2.62 2 1.3333

PBE 2.57 – 3.04 2 1.3333

exp 2.54 3.5 3.2

gSeGe(r) PW 2.57 – 2.99 2 1.3333

BLYP 2.49 3.96 2.62 2 1.3333

PBE 2.57 – 3.04 2 1.3333

exp 2.54 3.5 3.2

gSeSe(r) PW 2.50 3.80 0.1 0 0.6667

BLYP 2.36 3.77 <0.1 0 0.6667

PBE 2.46 3.82 <0.1 0 0.6667

exp 2.34 3.80 0.222

Fig. 1.5 For the BLYP
model: structure of liquid
GeSe at a given time along
the trajectory where the Ge
atoms are (dark) blue and the
Se atoms are (light) green
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1.7.3 Structural Units

In this section liquid GeSe is described from a different point of view, the one based
on the α-l structural units in which an atom of species α (Ge or Se) is l-fold linked to
its neighbors. To give an explicit example, Ge-GeSe2 represents a Ge atom bound to
1 Ge atom and 2 Se atoms while Se-SeGe stands for a Se atom that is connected to
1 Se atom and 1 Ge atom (see Table1.2, where the results are given as percentages
of the total occurrences). Two main results are worth pointing out. First, by focusing
on the PW91 and PBE models, it appears that none of the structural units accounts
for more than half (50%) of the total coordination, this meaning that liquid GeSe
does not feature a predominant topological motif that can be readily used to describe
the atomic structure. Second, PW91 and PBE are quite similar when one compares
the corresponding sets of data. The first of these conclusions is challenged by the
BLYP results, indicating that the fourfold coordination accounts for 58.1% of the
total number of linkages of Ge atoms. Interestingly, appreciable percentages of Ge-
GeSe3 Ge-Ge2Se2 units do exist also,(24.4% and 24.2% respectively). Increasing
the number of fourfold coordinated Ge atoms has the effect of lowering the number
of three fold and twofold units (31.3%, PW91; 33.7% PBE against 21.4% BLYP).
Turning to the Se atoms, a similar effect occurs for the number of twofold Se atoms
(21.5%, PW91; 18.3% PBE and 41.1% BLYP). As a general comment, a higher
number of tetrahedra induces a reduction in the number of non-negligible structural
units, i.e. those being present within the system in a percentage larger than 10%. The
opposite is also true since, within the present PW91 and PBE calculations, fivefold
units (for Ge) and fourfold units (for Se) are connected to at least 10% of the Se
or Ge atoms. One can try to establish a connection between these results and the
differences between the conceptual foundations of the three exchange-correlation
functionals employed. This can be expressed as follows. The electron localization
effects characterizing the BLYP approach promote to a smaller number of different
units for the coordination of Ge ad Se, when compared to the PW91 and PBE cases.

1.8 Diffusion and Dynamical Properties

Our interest for diffusion is rooted into its key significance when seeking to under-
stand the correlation between the topology of a network and themobility of its atoms.
Previous results have shown that whenever the predominance of the tetrahedron as
main unit increases (as in liquid GeSe2 within the BLYP approach), the coefficient
diffusion decreases (this can be seen in comparison to the PW91 case in [19]). To
establish whether the same effect is observed in liquid GeSe, we have extracted from
the trajectories the statistical average of the mean square displacement of chemical
species α

〈
r2α(t)

〉 = 1

Nα

〈
Nα∑

i=1

|riα(t) − riα(0)|2
〉

(1.4)
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Table 1.2 Coordination units n̄α(l) in liquid GeSe for the PW91, PBE and BLYP models

Proportion n̄α(l) [%]

PW BLYP PBE

Ge atom

l = 2 Se2 4.8 1.8 4.0

GeSe 0.6 0.5 0.4

l = 3 GeSe2 9.5 9.4 8.5

Se3 21.8 12.0 25.2

l = 4 GeSe3 24.7 24.4 24.5

Ge2Se2 7.4 24.2 6.1

Se4 12.1 9.5 13.9

l = 5 Ge2Se3 5.3 4.7 4.2

GeSe4 7.0 3.2 6.7

Se5 2.0 0.8 2.3

Se atom

l = 1 Ge 0.8 0.5 0.4

Se <0.1 − <0.1

l = 2 Se2 <0.1 − <0.1

SeGe 0.3 0.4 0.2

Ge2 21.2 40.7 18.1

l = 3 Se2Ge 0.1 <0.1 0.1

SeGe2 2.0 1.9 1.6

Ge3 50.9 48.0 53.9

l = 4 SeGe3 2.6 1.4 2.3

Ge4 19.7 6.5 20.9

Ge2Se2 0.2 <0.1 0.1

where Nα is the total number of particles of type α and riα(t) is the coordinate of the
i th particle of chemical species α. The results are displayed in the inset to Fig. 1.6.
In the diffusive regime the diffusion coefficient is:

Dα =
〈
r2α(t)

〉

6t
(1.5)

The plot of log 〈r2α(t)〉 versus log t has a linear behavior with a gradient equal to
unity extrapolated at infinite time. The values of DGe and DSe obtained in this work
(PW91, BLYP and PBE approaches) are reported in Table1.3 together with those
of [19] (liquid GeSe2) and liquid Ge2Se3 [27] (BLYP calculations in the two latter
cases).

Taking into account the error bars, the BLYP values of DGe and DSe for liquid
Ge2Se3 and liquid GeSe do not differ significantly. However, for both cases, we note
that liquid GeSe2 features smaller diffusivities. This can be rationalized as follows.
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Table 1.3 The diffusion coefficients of the Ge and Se atoms in the liquids GeSe as obtained from
FPMD models

Dα (×10−5 cm2/s)

Ge Se

l-GeSe2 [19] 0.2 ± 0.2 0.2 ± 0.2

l-Ge2Se3 [27] 0.62 ± 0.2 0.46 ± 0.2

l-GeSe PW—108 atoms
(present work)

1.20 ± 0.1 0.85 ± 0.1

l-GeSe BLYP—120 atoms
(present work)

0.50 ± 0.1 0.35 ± 0.1

l-GeSe PBE—120 atoms
(present work)

1.48 ± 0.2 1.0 ± 0.1

Ge atoms not tetrahedrally coordinated and Ge-Ge homopolar bonds are present in
both liquid Ge2Se3 and liquid GeSe since they are located on the Ge-rich side of
the GexSe1−x composition range, where Ge atoms not connected within tetrahedral
are more mobile that those at the center of fourfold connections. For this reason, a
larger mobility of the atomic species can occur when compared to the case of the
stoichiometric GeSe2 network. As a second observation, the diffusion coefficient is
strongly reduced for both species within BLYP due to an increase of the tetrahedral
coordination and the presence of fewer structural units accounting for the shells of
Ge and Se neighbors.
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1.9 Conclusions

We have selected the example of liquid GeSe to provide evidence of a typical case
in which the structural details of a disordered network can depend on the choice
made for the exchange-correlation part of the energy functional implemented within
the DFT Kohn-Sham formalism. At the origin of this postulate we would like to
recall the existence of results for the case of disordered GeSe2 systems that proved
sensitive to the selection of the BLYP scheme as an alternative to the PW91 one.
The key ingredient of this choice reside in the enhanced electronic localization of
the BLYP scheme inducing a better description of short and intermediate range
properties. As a preliminary result, it is important to underline that, to further test
the sensitivity to the XC functional, we have also selected the PBE XC functional
by finding, in the present case of liquid GeSe, only moderate changes compared to
PW91. This means that, at least for this specific network, the PBE implementation is
not capable of proving intrinsically better (or, merely, different) than the PW91 one.
Overall, the present results confirm that BLYP improves the description of Ge-Ge
short range correlations, as demonstrated by two clear maxima separated by a sharp
minimum found in the gBLYPGeGe (r) pair distribution function. By increasing the number
of tetrahedral units, BLYP confers to the network an enhanced stability reflected by a
decrease of the diffusion coefficients for both species. To complete our description in
a objective fashion, these positive effects of BLYP have to be invoked together with
some shortcomings also to be ascribed to the electron localization inherent in BLYP.
In particular, we found Ge-Se interactions over-structured and an overestimate for
the height of the first maximum in gBLYPGeGe (r), leading to coordination numbers in
moderate disagreement with experiments.

1.10 Perspectives

First-principles molecular dynamics is currently used in all research areas interested
in acquiring knowledge on the macroscopic properties of a system from its behavior
at the atomic scale. When using this technique, one is often faced to the challenge of
bypassing temporal and scale limits, thereby preventing skepticism on the frequent
question/comments about the reliability of results obtained for small samples and
some hundredths of ps. Linear-scale methods developed by improving and extending
the CP framework have been developed in recent years and yet, it appears difficult
to predict for which system sizes these approaches will become less time consuming
than the traditional one. For instance, in the case of the CP2K method, implemented
in conjunction with the BO dynamics, the search of the electronic ground state for
each ionic configuration was found to be extremely lengthy, most likely due to gap
closing configurations adding additional electronic states to the relaxation. An inter-
esting alternative consists in adopting the so-called second-generation Car-Parrinello
molecular dynamics, in which the self-consistency of the electronic structure is not
completely achieved but effectively controlled via the introduction of a Langevin
thermostat term in the equation of motion for the wave functions. We were able
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to investigate a ternary material within this formalism, by achieving a convincing
description of its structure [28]. Exciting perspectives have also been opened by the
study of thermal transport in disordered systems via the introduction of a method-
ology that gives access to the calculation of the thermal conductivity on affordable
simulation sample. While pointing out that the size effects might be encountered
depending on the length of the phonon free paths, the methodology is fully capable
of producing extrapolated results in excellent agreement with experiments [29].

References

1. T. Heine, Front. Mater. 1, 7 (2014)
2. B. Alder, T. Wainwright, J. Chem. Phys. 27, 1208 (1957)
3. G. Battimelli, G. Ciccotti, Eur. Phys. J. 43, 303 (2018)
4. P. Allen, J.D. Tildesley, Computer Simulation of Liquids: Second Edition (Oxford University

Press, 2017)
5. D. Frenkel, B. Smit, Understanding Molecular Simulation: From Algorithms to Applications

(Elsevier, 2001, 1996)
6. P. Blochl, M. Parrinello, Phys. Rev. B 45, 9413 (1992)
7. M. Wilson, B.K. Sharma, C. Massobrio, J. Chem. Phys. 128, 244505 (2008)
8. R. Car, F. de Angelis, P. Giannozzi, N. Marzari, Handbook of Materials Modeling: First-

Principles Molecular Dynamics (Springer, Dordrecht, 2005)
9. R. Car, M. Parrinello, Phys. Rev. Lett. 55, 2471 (1985)
10. C. Massobrio, A. Pasquarello, R. Car 121, 2943 (1999)
11. P.S. Salmon, R.A. Martin, P.E. Mason, G.J. Cuello, (London) 435, 75 (2005)
12. P.S. Salmon, J. Non-Cryst, Solids. 353, 2959 (2007)
13. F.H.M. van Roon, C. Massobrio, E. deWolff, S.W. de Leeuw, J. Chem. Phys. 113, 5425 (2000)
14. J.Y. Raty, V.V. Godlevsky, J.P. Gaspard, C. Bichara, M. Bionducci, R. Bellissent, R. Ceolin,

J.R. Chelikowsky, P. Ghosez, Phys. Rev. B 64, 235209 (2001)
15. J.P. Perdew, Y. Wang, Phys. Rev. B 45, 13244 (1992)
16. J.P. Perdew, J.A. Chevary, S.H. Vosko, K.A. Jackson, M.R. Pederson, D.J. Singh, C. Fiolhais,

Phys. Rev. B 46, 6671 (1992)
17. A.D. Becke, Phys. Rev. A 38, 3098 (1988)
18. C. Lee, W. Yang, R.G. Parr, Phys. Rev. B 37, 785 (1988)
19. M. Micoulaut, R. Vuilleumier, C. Massobrio, Phys. Rev. B 79, 214205 (2009)
20. J.P. Perdew, K. Burke, M. Ernzerhof, Phys. Rev. Lett. B 77, 3865 (1996)
21. J. Akola, R.O. Jones, Phys. Rev. Lett. 100, 205502 (2008)
22. G.C. Sosso, S. Caravati, R. Mazzarello, M. Bernasconi, Phys. Rev. B 83, 134201 (2011)
23. G.C. Sosso, G. Miceli, S. Caravati, J. Behler, M. Bernasconi, Phys. Rev. B 85, 174103 (2012)
24. N. Troullier, J.L. Martins, Phys. Rev. B 43, 1993 (1991)
25. Y. Waseda, The Structure, of Non-Crystalline Materials (McGraw-Hill, New-York, 1980),

describes the relationship between the three sets of partial structure factors commonly used
(Faber-Ziman, Ashcroft-Langreth and Bhatia-Thornton)

26. I. Petri, P.S. Salmon, H.E. Fischer, J. Phys. 11, 7051 (1999)
27. S. Le Roux, A. Zeidler, P.S. Salmon, M. Boero, M. Micoulaut, C. Massobrio, Phys. Rev. 84,

134203 (2011)
28. A. Bouzid, S. Gabardi, C. Massobrio, M. Boero, M. Bernasconi, Phys. Rev. B 91, 184201

(2015)
29. A. Bouzid, H. Zaoui, P.L. Palla, G. Ori, M. Boero, C. Massobrio, F. Cleri, E. Lampin, Phys.

Chem. Chem. Phys. 19, 9729 (2017)



Chapter 2
Assessing the Versatility of Molecular
Modelling as a Strategy for Predicting
Gas Adsorption Properties of Chalcogels

Iréné Berenger Amiehe Essomba, Carlo Massobrio, Mauro Boero
and Guido Ori

Abstract Modelling gas adsorption of porous materials is nowadays an undeniable
necessary in order to complement experiment findings with the purpose to enrich
our fundamental understanding of adsorption mechanisms as well as develop better
performing materials for gas mixture separation. In this contribution, we explore
the possibility to use first-principles molecular dynamics (FPMD) and grand canon-
ical Monte Carlo (GCMC) simulations to target the gas adsorption of disordered
nanoporous chalcogenides (i.e. chalcogels). This computational scheme allows us to
take advantage of the ability of FPMD to accurately describe the structure and bond-
ing of the disordered nature of chalcogels as well as the potential of GCMC to model
the adsorption mechanisms of porous networks. We assess the versatility of such
scheme by evaluating the role of pore size, chemical stoichiometry and composition
for multiple chalcogenide-based systems on nitrogen adsorption isotherms.

2.1 Introduction

The development of porous materials for gas adsorption, separation and purifica-
tion is central to many energy and environmental applications [1]. A great deal
of progress has been made over the last decades in this field and many differ-
ent porous materials have been studied for gas adsorption including metal-oxides
[2–5], zeolites [6–9], porous carbon [10–13], andmetal-organic frameworks (MOFs)
[14, 15]. Keeping into consideration that the ideal sorbent material needs to show
enhanced uptake capacity, high selectivity, easy recyclability, as well as very good
structural and chemical stability, the development of porous materials able to sat-
isfy all these requisites still represents a challenge. Porous gels [16–19] and zeolitic
chalcogenides [20, 21] have recently attracted increasing attention in the field of
gas adsorption because of their high surface area and the soft Lewis base nature
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of chalcogen elements (S, Se, and Te) [22]. Unlike nanocrystalline chalcogenides,
glassy chalcogels feature amorphous networks similar to those of amorphous silica.
While their properties depend on the synthesis conditions, most chalcogels exhibit a
high surface area owing to their mesoporous structure (pores from 2 to 50nm) along
with a smaller amount of micropores (<2nm) and macropores (>50 nm) [16–18,
23–25]. As a result, chalcogels are considered promising alternatives as adsorbent
materials for gas transport and separation. However, despite the growing interest for
this class of porous materials, the study of their adsorption properties is still lim-
ited [26–29]. While adsorption and transport in porous materials such as zeolites,
porous carbon and MOF are relatively well understood, the specific case of chalco-
gels remains unclear with many questions left unexplained such as the role of the
surface chalcogenide chemistry and the specific interactions playing at the gas/solid
interface in the confined environment. This arises from a general limitation of the
experimental studies of gas adsorption of chalcogels as most methods are unable
to detect the features of their buried gas/solid interface. In this respect, molecular
modelling has proven to be an efficient technique to investigate the gas adsorption of
such porous materials. In few recent works, we resorted on a computational scheme
based on first-principles molecular dynamics (FPMD) and grand canonical Monte
Carlo simulations (GCMC) to identify the microscopic mechanisms of N2, CO2,
H2 and CH4 adsorption in a prototypical chalcogel made of glassy GeS2 (g-GeS2
hereafter) [30, 31]. With the present contribution we aim to widen this first work and
to assess the versatility of such computational scheme to gain insights on the role of
pore size, chemical stoichiometry and composition for multiple chalcogenide-based
systems on nitrogen adsorption isotherms. Gas adsorption of simple fluids such as
N2 at 77K is a routine technique which allows characterizing the specific surface,
porous volume, and pore size distribution of microporous and mesoporous media
[32, 33]. This contribution is organized as follows. In a first section, the main advan-
tages of employing FPMD and GCMC simulations within the field of modelling
chalcogels are presented. In a second section, as case studies, the role of pore size,
chemical stoichiometry and compositions are analyzed and discussed. We critically
assess our results by invoking available experimental data before drawing a final set
of conclusions and perspectives.

2.2 Computational Methodology

The computational scheme proposed here is based on the employment of FPMD
simulations where the electronic structure is described within the framework of the
density functional theory (DFT) and it allows to accurately describe the chemistry and
bonding of amorphous chalcogenides and GCMC simulations to model the adsorp-
tion mechanisms of porous chalcogels. In Fig. 2.1 a schematic cartoon of the four
main building blocks of this methodology is presented:
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Fig. 2.1 Schematic representation of the computational methodology for modelling gas adsorption
of chalcogel materials

1. Producing of a chalcogenide glass structural model in quantitative agreement with
experimental findings;

2. Building and refinement of chalcogenide surface models at finite conditions;
3. Modelling gas adsorption mechanisms of chalcogel with defined porosity;
4. Detailed analysis of the gas/solid interface chemistry and computation of other

properties.

Three out of the four building blocks resort to FPMD simulations in order to produce
realistic and reliable structural models of glassy chalcogenides as well as being able
to accurately describe the chemical interactions involved at the gas/solid interface
and compute other electronic properties that might be of interest for specifics cases.
GCMC simulations are used to model the gas adsorption and isotherms within the
porous chalcogenide network.

2.2.1 First-Principles Molecular Dynamics: Quantitative
Prediction of Structure and Bonding of Bulk
Disordered Chalcogenides and Their Surfaces

In this section we tentatively summarize the reasons of FPMD [34] combined with
DFT as the computational method of choice for the proper description of the chem-
istry and structure of disordered chalcogenides. Empirical interatomic potentials,
routinely employed in classical MD simulations, are found to generally fail in repro-
ducing the correct chemical behavior for systems other than those characterized by
chemically ordered topologies (typical of oxide-based materials) as well as the pres-
ence of structural defects such asmiss-coordinations and homopolar bonding. Thanks
to a proper description of the local electronic structure, FPMD allows instead to face
the hurdle of describing the complex interplay between different bonding interactions
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particular of disordered chalcogenide-based materials, whether liquids or glasses
(such as ionocovalency [35] and metavalent bonding [36] among others). Typically,
glassy phases are created by means of FPMDmimicking the melt-to-quench process
used in the laboratory. Although employing a different time scale with respect to the
experiments, FPMD simulations allow nowadays to achieve a quantitative structural
description of disordered chalcogenides. This performance, accurately reproducing
experimental data, arises from a proper choice of the FPMD computational scheme
details such as the type of exchange-correlation (XC) functional, the formalism of
dispersion forces (such as van der Waals (vdW)) and the size and time scales of the
system and simulation trajectory, respectively. For the class of Ge-X based chalco-
genide glasses with X being the chalcogen counter-ion (S, Se or Te), the generalized
gradient approximation (GGA) scheme togetherwith theXC functional developed by
Becke [37] Yang and Parr [38] (BLYP) has been found to offer quantitative descrip-
tion (>96%) for multiple structural properties (such as neutron and X-ray structure
factors, total and partial pair correlation functions). This capability arises from the
ability of BLYP to enhance the valance electron cloud localization of the local atomic
arrangements with respect to other XC (Perdew, Becke and Ernzehof (PBE) [39, 40]
for instance) [41]. Table2.1 shows the details of the systems considered in the present
work and for which a quantitative agreement with experimental data was found over
last few years. The specifics of the computational methodology employed for each
system can be found in the references reported in Table2.1. The role of vdW interac-
tions has also be taken into attentive account, especially if the interest is towards the
study of the interactions of chalcogenide surfaces with other chemicals (such as gas
or organic molecules). Multiple mathematical formalisms are available to describe
the vdW interactions based on empirical corrections or on first-principles calcula-
tions making use of the electronic structure provided by DFT. However, regarding
the specific case of disordered chalcogenides, a thoughtful choice has to be under-
taken with respect to the vdW formalism used depending on the type of system and
chalcogen under study [35, 45, 46]. Typically a glass model is obtained by means of
FPMD simulations within about ∼100–300ps of thermal treatment plus few tens of
ps of equilibration at the final finite temperature of interest. This time frame is often
statistically adequate to obtain a realistic structural model of the chalcogenide glass
of interest. Longer equilibration time can be eventually needed for the computation
of other properties (electronic, vibrational and thermal). Once the bulk chalcogenide
glass model is obtained, the corresponding surface model can be built by opening
to a vacuum space the cell box along one direction and properly relax its structure
at finite temperature. This thermal treatment is needed in order allow surface local
atomic rearrangements and structurally relax the atoms at the surface. In so doing,
the presence of dangling bonds is reduced to a minimum. Table2.2 shows the local
and average coordinations around the atomic species for the surface models of the
chalcogenides targeted in this work. The reported values are evaluated by consider-
ing the whole systems and have been calculated including neighbors separated by a
cutoff corresponding to the first minimum in the partial pair correlation functions.
All the systems considered are mainly made of fourfold coordinated Ge and twofold
coordinated X atoms. However, these surface models show an increase in Ge and
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X atoms under- and over-coordinations contents at the expenses of the fourfold and
twofold coordinations with respect to the bulk counterparts. These results show that
the surface models show a slightly lower chemical order than the bulk counterparts.
It is important to highlight that the decrease of the chemical order degree charac-
terizes the external layers of the surface models (about ∼7–8 Å from the surface),
whereas in the inner-region the atom species keeps and/or recover coordination dis-
tributions typical of bulk models. As an example, the inner-region region of g-GeSe2
surface model shows a ∼73% of Ge atoms fourfold coordinated and ∼86% of Se
atoms twofold coordinated, which is inline with the contents found in the parent
bulk model (∼76% and ∼93%, respectively). Regarding the analysis of chemical
bonding, both the electron localization function (ELF) and the maximally localized
Wannier functions (MLWF) schemes are nowadays two widely used methodologies
to study the valence electron (de)localization and structure and infer on the type
of chemical interactions involved in amorphous chalcogenides. As an archetypal
example, herein we report the typical information that can be extracted resorting to
the MLWF formalism, based on the notion of Wannier functions, the MLWF cen-
ters (WFCs) and their spread (ω). This scheme allows to seek further insight into
the interplay between atomic structure and electronic properties with respect to the
standard information based on the electronic density of states. Recently, we have
employed these quantities to rationalize the extent of covalent versus ionic nature of
bonding for g-GeS4, g-GeSe4 and g-GeTe4. This has ben achieved by relying on the
correspondence between the distances identified in the atom-WFCs pair correlation
functions (gαβ(r), with α = X and β = WFCs). The data (gXW (r) and WFCs spread)
considered in the following discussion can be found in [41, 42]. In particular, three
types ofWFCs can be distinguished in this series of binary glassy chalcogenides. The
first type, labeledWb, represents a clear fingerprint of Ge-X heteropolar bonding and
it is identified as the gXW (r) second peak found at about ∼0.9 Å, ∼1 Å and ∼1.25 Å
for g-GeS4, g-GeSe4 and g-GeTe4, respectively. The second type, labeledWh, refers
to homopolar X-X bonding and it corresponds to the typical gXW (r) third peak: Wh

is found at about ∼1.02 Å, ∼1.18 Å and ∼1.4 Å for g-GeS4, g-GeSe4 and g-GeTe4,
respectively. The third type, labeledWlp, refers to lone pair valence electrons not par-
ticipating directly to chemical bonds but remaining localized in the proximity of the
X atoms. Given the above definitions, the locations of the Wb centers with respect to
the X atoms can be used to compare the covalency versus ionicity degree of bonding
that characterizes these glasses. The relative position of the gXW (r) second peak and
the closer location to its origin allow to quantify the greater ionic character of the
Ge-X covalent bonds along the serie: g-GeS4 > g-GeSe4 > g-GeTe4. This stems
from the fact that the centers of valence electronic localization (related to heteroge-
neous bonding) are systematically closer to the S sites with respect to Ge sites than
to the case of Se and Te sites, respectively. Furthermore, the inspection of the elec-
tronic (de)localization degree (spread, ω) of the WFCs with respect to the X-WFCs
distance allows to further quantify the degree of polarity of the G-X bonding, which
results following the serie Ge-S (higher polarity) > Ge-Se > Ge-Te (lower polar-
ity). These conclusions are found in sound agreement with the expected trends on
the basis of Pauling electronegativity scale and polarizability values (see Table2.2)
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Table 2.1 Details of the bulk chalcogenide glasses produced by FPMD and considered in this work

Chemical
composition

Stoichiometry n. atoms Box size L (Å) Density ρ

(atoms Å−3)
References

g-GexSy GeS4 480 24.845 0.0313 [42]

g-GexSey GeSe2 480 24.495 0.0327 [43]

GeSe4 480 24.871 0.0312 [42]

GeSe9 260 19.900 0.0330 [44]

g-GexTey GeTe4 215 19.234 0.0302 [41]

Table 2.2 Local atomic coordinations and charges of the glassy chalcogenide surfaces considered
in this work. For completeness, polarizability and electronegativity values are also reported

Species Coordination Local coordination distribution (%)a/charge q b

g-GeS4 g-GeSe2 g-GeSe4 g-GeSe9 g-GeTe4

Ge II 6.3/0.99 6.9/0.57 10.4/0.76 11.5/0.68 –

III 11.5/1.02 19.4/0.62 21.9/0.78 15.4/0.79 18.6/0.58

IV 66.7/1.09 58.8/0.72 56.3/0.78 73.1/0.94 62.8/0.59

V 15.6/1.01 10.0/0.73 9.4/0.84 – 14.0/0.59

X I 8.3/−0.29 12.5/−0.30 12.5/−0.19 7.3/−0.10 14.5/−0.13

II 91.1/−0.26 67.8/−0.34 62.0/−0.20 88.9/−0.10 52.9/−0.14

III 0.5/−0.51 18.4/−0.38 22.9/−0.19 3.0/−0.13 29.1/−0.17

n̄/q̄b Ge 3.92/1.06 3.57/0.66 3.58/0.77 3.62/0.89 3.77/0.56

X 1.92/−0.27 2.03/−0.34 2.05/−0.19 1.94/−0.10 2.08/−0.14

Ge S Se Te

α (a.u.)c 42 19 27 40

E.N.d 2.01 2.5 2.4 2.01
aAtomic coordinations are calculated including neighbors separated by a cutoff corresponding to
the first minimum of the corresponding partial pair correlation functions
bThe atomic charges q are calculated by using the Qeq method developed by Rappé and Goddard
et al. [47]
cPolarizability values are obtained from [48]
dElectronegativity values are obtained from [49]

[48, 49]. In particular, the ω values and the extension of its distribution with respect
to X-WFCs distances allow to infer about the more softer (more polarizable, i.e.
higher polarizability) nature of Te atoms with respect to Se and S atoms.

Once the surface model of the amorphous chalcogenide system of interest is
produced by means of FPMD simulations, its optimized structure can be used to
build a slit-like pore by introducing a proper vacuum space with respect to the pore
width of interest. However, before switching to GCMC simulations for the study of
gas adsorption and isotherms, a suitable set of atomic charges have to be assigned
to the atoms of the host porous network. This step, together with the refinement
of the chalcogenide glass’ structure, represent the main challenge of the proposed
computational procedure. Indeed, classical potentials are often unable to describe
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deviations from chemically ordered topologies occurring, in specific network struc-
tures made of interconnected tetrahedra (as glassy chalcogenides). In the present
work, we tentatively propose a set of atomic partial charges dependent on the local
coordination. This approach is based on the exploitation of the charge equilibration
method developed by Rappé and Goddard [47]. This method is derived from atomic
ionization energies and electron affinity values in order to compute partial atomic
charges of the atoms with respect to covalent radii. Thanks to the fact that the charge
on each atom is distributed over a Slater orbital having the size of the atom, the
advantage of the Qeq method is to predict charges as a function of the local coordi-
nation environment [47]. This charge assignment results particularly suitable for the
present case since it is shown to provide a physical picture of the glassy chalcogenide
surfaces by describing the charge distribution as a function of the chemical order.
The chemical order for glassy chalcogenides is not only sensitive to the composition
but it can substantially differ from the perfect chemical order found in the crystalline
parent phases. For instance, in the case of glassy g-GeSe2, we recall the perfect
chemical order corresponds to the absence of any under- or over-coordinated Ge or
Se atoms. To be noted that the trend of partial charges obtained with the Qeq method
are found to be in agreement with those obtained with the EQeq method [50] as
well as with the Bader method [51, 52] on the basis of charge densities computed
by FPMD-DFT data. Whereas the Lowdin [53] and Mulliken [54] and the electro-
static potential-based (ESP) [55] methods lead to a nonzero net charge or to charges
nearly insensitive to the coordination number [30]. The Qeq (EQeq) and Bader meth-
ods capture the effect of local coordination on the partial charges in chalcogenide
materials. These methods provide reasonable partial charges for both the Ge and X
atoms as their absolute charge increases with the coordination. However, the absolute
charge values obtained by the Bader method are too large to be employed in classical
simulations, conferring to the Ge and X atoms a nearly pure ionic character [30].
The charge-coordination correlation found in the Qeq(EQeq) method seems more
appropriate to be employed for classical simulations such as GCMC or classicalMD,
presuming the potential parameters are consistent. Table2.1 shows the atomic partial
charges obtained by means of Qeq method for the g-GeS4, g-GeSe4 and g-GeTe4
systems aswell as g-GeSe2 and g-GeSe9.With thismethods over-coordinatedGe (X)
atoms possess a large positive (negative) charge with respect to that corresponding
to stoichiometric coordination. This is directly related to their higher valence state
which, in a formalism purely based on formal ionic charges [cations (Ge) and anions
(X)], result in an increased charge localization. Likewise, the absolute charge value
decreases descending along the element of the VI group of the periodic table for the
counter-ion X (qS > qSe > qTe). Along the Ge-Se serie, the absolute charge value
for Ge sites increases with the Se:Ge ratio and it is counterbalanced by a decrease of
the charge value of Se sties. Such method seems to be the best suited technique to
describe changes in the valence (charge) state for different coordinations (e.g. struc-
tural order) as well as different chemical compositions and stoichiometry. However,
it has to be underlined that it has not been demonstrated whether Qeq is as accurate
as DFT-based methods reproducing QM energies nor that the predicted changes in
polarization during dynamics agree with QM. Moreover, problem using this method
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could occur when high temperatures come into play or when extreme compositions
are studied. With all these cautions in mind, the charges determined by Qeq method,
in the presence of rationally physical situations, are reasonable and can be used to
calculate the Coulomb interaction between atoms in (semi)empirical approaches.

2.2.2 Grand Canonical Monte Carlo Simulations:
Quantitative Prediction of Gas Adsorption Isotherms

Once a proper model of chalcogel pore is optimized by means of FPMD simulations,
its structural model (i.e. atoms coordinates) and the corresponding atomic charge
distribution (coordination dependent) can be employed to perform GCMC simu-
lations in order to model the gas adsorption isotherm. The GCMC technique is a
stochastic method applicable to a system having a constant volume V (the pore with
the adsorbed phase) in equilibrium with an infinite reservoir of molecules imposing
a chemical potential μ for each species (N2 for this work) and temperature T. The
absolute adsorption isotherm is given by the ensemble average of each number of
adsorbate molecule as a function of the fugacity fN2 of the reservoir (the latter is
determined from the chemical potential μN2). For the adsorbate, given the fugacities
and temperatures considered in this work, the gas pressure P is assumed to be equal
to the fugacity fN2 (i.e. ideal gas assumption). We performed GCMC simulations
of N2 adsorption at T =77 K for chalcogel pores made of: g-GeS4, g-GeSe4 and
g-GeTe4 as well as g-GeSe2 and g-GeSe9. We model the N2 adsorption isotherm
between zero pressure and the N2 saturation pressure P0. Nitrogen adsorption at low
temperature is a routine laboratory characterization technique of porous materials.
For instance, the specific surface area of porous materials is usually assessed from
adsorption experiments. For the purpose of this work, nitrogen was described using
the model of Potoff and Siepmann (Trappe forcefield) [56]. In this model, each N
atom of the rigid N2 molecule is a center of repulsion and dispersion interactions
via Lennar-Jones potential. In addition, each N atom bears a partial charge with
qN = −0.482e, charges interacting through Coulombic forces. At the center of the
N–N bond a partial charge q = +0.964e compensates the negative charge on the N
atoms. Such charge distribution mimics the measured quadrupole moment of the N2

molecule. All the interactions between the atoms of the N2 molecules and the Ge
and X atoms of the chalcogels were calculated by considering the intermolecular
energy Ui j (r) between two sites (i and j) as the sum of a Coulombic contribution
and a pairwise-additive Lennard-Jones (LJ) 12-6 potential. In our simulations, the LJ
cross interaction parameters (σi j , εi j ) between unlike sites are calculated using the
Lorentz-Berthelot mixing rules. The LJ parameters (σi j , εi j ) for the Ge and X of the
chalcogels were taken from [57]. The dispersive interactions were neglected beyond
a cutoff of 10Å. The electrostatic interactions were computed using the Ewald sum-
mation technique (the parameters were chosen so that the relative accuracy in the
Coulomb energy calculation is 10−5). More details about the GCMC procedure and
potential parameters employed in this study can be found in [30].
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2.2.3 Detailed Analysis of the Gas/Solid Interface Chemistry
and Computation of Other Properties

In order to refine the output configurations of the GCMC calculations of the systems
made of N2 adsorbed in the chalcogels’ pores, FPMD simulations can be employed
with the purpose to further optimize the systems structure and chemistry as well as
compute other properties of interest. As an example, once the new chalcogels systems
are obtained containing different contents of gas molecules, MLWFs can be further
computed to investigate into the details the interactions involved between the gas
molecules and the solid glassy surfaces. Furthermore, MLWFs can be also employed
to compute molecular dipoles to measure the induced molecular polarization due
to the interaction with the glassy solid surface. This exploitation of MLWFs allows
to obtain a deeper insight into the interactions between the adsorbed gas molecules
and the chalcogenide surfaces. Even for the case of apolar gas molecules for which
the dipole moment averaged over time is expected to be zero, the instantaneous
molecular distortions can result in non-zero instantaneous dipole moments (μ) and,
in this respect, this analysis gives access to the local molecular polarization induced
by the solid surface. Recently, we investigated the case of CO2 molecules adsorbed
in a g-GeS2 chalcogel slit-like pore [58]. In this case, for the system made of a layer
of CO2 molecules physisorbed on a g-GeS2 surface, the magnitude of the induced
μCO2 is found to be strongly dependent on the distance from the g-GeS2 surface.
Close to the solid surface, the CO2 molecules show a large μCO2 of about ∼0.51 D,
while departing from the surface μCO2 reaches values close to those expected for
the CO2 in the gas phase (∼0.1 D). The large variation of the dipole moments for
the CO2 molecules in contact with the solid surface can be explained by the high
polarizability of bothGe andS atoms of the g-GeS2 surface.CO2 molecules departing
from the surface towards the empty space in the center of the pore restore almost
completely the μCO2 value typical of CO2 molecules in the gas phase. Similarly,
Karseemeijer et al. [60] and Sun et al. [61] found values of μCO2 of about ∼0.5
D for CO2 molecules adsorbed on top of solid water. Interestingly, our calculated
dipole moments values are similar to those of inducedμCO2 found for CO2 molecules
adsorbed in a hydrated Ca-exchangedMontorillonite (in the range∼0.4–1.0 D) [62].
While the oxygen dipole moment coming from the electronic polarization in glassy
silica was found weakly dependent from the local melt composition [63].

2.2.4 Models and Methods Details Relevant to This Work

The bulk structural models of the chalcogenide glasses studied in this work were
obtained by means of FPMD simulations following the typical melt-quenching tech-
nique. The details about the chalcogenide systems considered here are reported in
Table2.1. The electronic structure was described within DFT by using as generalized
gradient approximation (GGA) the Becke, Lee, Yang, and Parr (BLYP) exchange-
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correlation functional [37, 38]. The BLYP functional was combined with the empir-
ical Grimme dispersion correction for van der Waals (vdW) interactions [59]. This
theoretical scheme has been successfully validated on a wide range of glassy chalco-
genides. More specifics about the methodology used to obtain the different chalco-
genide glasses can be found in the references reported in Table2.1. The surfaces
models were initially built from the parent bulk models by removing the periodic
boundary conditions along the z direction. By inserting the slab having a thickness
�z in a simulation box of a size hz , one defines a slit pore of width H = hz − �z via
the use of periodic boundary conditions. More precisely, we took the pore width (H )
as the distance between the mean positions of the chalcogen and Ge atoms on the two
opposite surfaces. We prepared systems withH in between 2 and 4 in order to obtain
GexChy (with Ch: S, Se, Te) slit-like nanopores with different widths. A selection of
the output configurations obtained from the GCMC simulations were further refined
by means of FPMD simulations with applying a friction force on the atom dynamics
(ion velocities scaled by a factor 0.95 at each step) in order to optimize the systems
at T = 0K. The surface models were then equilibrated by FPMD at finite temperature
and volume. The above calculations were performed with the CPMD code [34].

2.3 Case Studies

2.3.1 Pore Size Effect

Figure2.2 shows the N2 adsorption isotherm for g-GeSe4 nanopores with H = 2,
3 and 4nm computed at 77K. The data obtained for the three pores confirm the
typical behavior observed in the experiments of adsorption/condensation in solid
nanopores. At low pressures, the adsorbed amount increases in a continuous fashion
upon increasing the pressure with the N2 forming an adsorbed film at the g-GeSe4
pore surface. Beyond adsorption of the first layer, the slope of the adsorption isotherm
decreases once the pore gets filled along the multilayer adsorption regime. Then, at
a pressure lower than the bulk saturating vapor pressure P0, capillary condensation
occurs. As expected on the basis of capillary condensation theories such as Der-
jaguin and Derjaguin-Broekhoff-De Boer model [3, 5] the capillary condensation
pressure increases with increasing the pore width H: the condensation pressures for
the nanopores withH = 2, 3, and 4nm are∼0.10 P/P0,∼0.59 P/P0, and∼0.89 P/P0,
respectively. Figure2.2 also shows typical molecular configurations of N2 molecules
adsorbed at different relative pressures upon adsorption in the nanopore with H =
4nm. Regardless of the pore width, the surface of g-GeSe4 nanopores is covered
with a homogeneous film at the onset of capillary condensation. A discontinuous
transition (i.e., capillary condensation) between the partially filled and completely
filled configurations occurs when the adsorbed film becomes unstable, in line the
results found for g-GeS2 and typical experimental data [31]. Note that for a proper
quantitative comparison with experimental data this has to be normalized to the cor-



2 Assessing the Versatility of Molecular Modelling as a Strategy … 33

Fig. 2.2 Left: N2 adsorption isotherms at 77K for porous g-GeSe4 with slit-like pores of different
width H (indicated next to each adsorption isotherm). Adsorbed amounts are in μmol/m2. For the
sake of clarity, adsorption isotherms have been shifted up. Pressures are in relative units with respect
to the bulk saturating pressure P0 for N2 at 77K. Right: Typical molecular configurations for N2
adsorbed in g-GeSe4 pore with H = 3.6 4: (from left to right) P/P0 = 0.01, P/P0 = 0.80, and
P/P0 = 0.99. The ochre and cyan spheres are the Ge and Se atoms of the chalcogenide surfaces,
respectively. The blue spheres are the atoms of the N2 molecules

rected Brunauer-Emmett-Teller (BET) [32] surface area. Generally, it is appropriate
to correct the BET surface to account for the overestimate of the true geometrical
surface areas by about 25–30% [4, 33].

2.3.2 Chemical Stoichiometry-Se:Ge Ratio Effect

Figure2.3 shows the N2 adsorption isotherm for nanopores with H = 2nm com-
puted at 77K for GexSey chalcogels with different Se:Ge ratio φSe/Ge: 2, 4 and 9 for
g-GeSe2, g-GeSe4, and g-GeSe9 respectively. The N2 adsorbed amount is normal-
ized with respect to the pore surface area in order to take into account the different
size of the simulated system (see Table2.1 for details).We recall that the pore surface
areas considered in this work allows to rule out any possible size effect, in accor-
dance with the previous results obtained for the g-GeS2 system [31, 58]. The data
obtained for the three systems show a similar trend that follows the typical behavior
observed for adsorption/condensation experiments in solid nanopores as discussed
in the previous section. The onset of capillary condensation within the pore occurs
at similar relative pressure for systems with φSe/Ge= 2 and 4 (P/P0 ∼0.1) whereas
for the φSe/Ge= 9 system it occurs at larger relative pressure (P/P0 ∼0.2). Figure2.3
(inset) shows the comparison between the N2 adsorption isotherms in the range 0.0<

P/P0 < 0.25 for the three systems. The non-negligible difference found corresponds
to a lower adsorbed amount of N2 at low pressure (< 0.15 P/P0) for the g-GeSe9
system with respect to g-GeSe2 (∼ −11% and ∼ −9% at P/P0 ∼0.01 and P/P0
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Fig. 2.3 N2 adsorption
isotherms at 77K for slit-like
pores with H = 2nm made of
GexSey chalcogels with
different Se:Ge ratio
φSe/Ge = 2, 4 and 9 for
g-GeSe2, g-GeSe4, and
g-GeSe9 respectively. For
the sake of clarity, adsorption
isotherms have been shifted
up. Insets: zoom-in within
the same μmolN2 /m

2 scale at
the low relative pressure
P/P0 range (0.0 < P/P0 <

0.25)

∼0.1 respectively). This result suggests a weaker interaction between N2 molecules
and the Se atoms of the chalcogel surface with respect to the interaction between N2

molecules and the Ge atoms. The stronger interaction between N2 and chalcogels
with lower φSe/Ge arises from the interplay between the electronegativity and elec-
tropositive charge of Ge atoms and its larger polarizability with respect to Se (αGe

∼ 42 vs. αSe ∼ 27) [48]. The specific gas interactions with these surfaces is a key fac-
tor determining the behavior of gas mixtures through porous structures. Our data is
found in fair agreement with the experimental behavior for adsorption/condensation
obtained by Armatas et al. [18] for GexSey chalcogels, where a systemwith a greater
Se:Ge ratio is found to promote lower N2 adsorption at the same relative pressure
(φSe/Ge ∼0.44 vs. φSe/Ge ∼0.21).

2.3.3 Chemical Composition-Chalcogen Effect

Figure2.4 shows the N2 adsorption isotherm for nanopores withH = 3nm computed
at 77K for chalcogels made of different chalcogen counter-ions: g-GeS4, g-GeSe4,
and g-GeTe4. The data obtained for the three systems show a similar trend that fol-
lows the typical behavior observed for adsorption/condensation experiments in solid
nanopores as discussed in the previous section. The onset of capillary condensation
within the pore occurs at similar relative pressure for the sulfide and selenide sys-
tems (P/P0 ∼0.6) whereas for the telluride system it occurs at larger relative pressure
(P/P0 ∼0.8). Figure2.3 (right panel) shows the comparison between the N2 adsorp-
tion isotherms in the range 0.0 < P/P0 < 0.25 for the three systems. At a given
relative pressure, the amount of N2 adsorbed on the chalcogel surface is found to be
strongly related to the nature of the chalcogen counter-ion and following the series
g-GeS4 > g-GeSe4 > g-GeTe4. For example, at relative pressure of P/P0 ∼0.3,
g-GeSe4 and g-GeTe4 show a lower adsorbed of N2 with respect to g-GeS4 (−5.9%
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Fig. 2.4 Left: N2 adsorption isotherms at 77K for slit-like pores withH = 3nmmade of chalcogels
based on different chalcogen element: g-GeS4, g-GeSe4, and g-GeTe4 respectively. For the sake
of clarity, adsorption isotherms have been shifted up. Right: zoom-in within the same μmolN2 /m

2

scale at the low relative pressure P/P0 range (0.0 < P/P0 < 0.25)

and −19.4%, respectively). This behavior can be ascribed to the interplay between
the electronegativity, charge and polarizability of the chalcogels constituents ele-
ments. It remains to be investigated if the interactions of different gases (such as
CO2, CH4, and H2) with these porous glassy chalcogenides would follow the same
trend.

2.4 Conclusions and Perspectives

Realistic models of porous glassy chalcogenides were used to probe the viability of
such a class of materials for adsorption applications. Using atomic-scale simulation
based on first-principles molecular dynamics and grand canonical Monte Carlo sim-
ulations, we gained insights into the adsorption mechanisms for N2 molecules. Both
the effects of pore size and chalcogenide chemistry (composition and stoichiometry)
were investigated in order to gain fundamental understanding on the chalcogels gas
adsorption properties and assess the versatility of computational modelling approach
proposed. Our results are found to be in good agreement with available experimen-
tal data, confirming the ability of our methodology to produce realistic chalcogel
models and predict their N2 gas adsorption performance. The present work shows
that glassy porous chalcogenides are a valuable class of materials for gas adsorption.
While further work is needed to clarify gas adsorption for different gas probes, these
results shed light on the adsorption mechanisms for porous chalcogenides. Such an
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approach can be used for a priori evaluation of their gas adosorption performances
and pave the way for the design of chalcogenide-based adsorbents towards specific
applications.
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Chapter 3
Exploring Defects in Semiconductor
Materials Through Constant Fermi Level
Ab-Initio Molecular Dynamics

Assil Bouzid and Alfredo Pasquarello

Abstract We focus on the determination of point defects in semiconductor materi-
als through constant-Fermi-level ab initio molecular dynamics and demonstrate that
this technique can be used as a computer-based tool to reveal and control relevant
defects in semiconductor materials. In this scheme, the Fermi level can be set at
any position within the band gap during the defect generation process, in analogy
to experimental growth conditions in the presence of extra electrons or holes. First,
the scheme is illustrated in the case of GaAs, for which we generate melt-quenched
amorphous structures through molecular dynamics at various Fermi levels. By a
combined analysis that involves both the atomic structure and a Wannier-function
decomposition of the electronic structure, we achieve a detailed description of the
generated defects as a function of Fermi level. This leads to the identification of
As–As homopolar bonds and Ga dangling bonds for Fermi levels set in the vicin-
ity of the valence band. These defects convert into As dangling bonds and Ga–Ga
homopolar bonds, as the Fermi level moves toward the conduction band. Second,
we investigate defects at the InGaAs/oxide interface upon inversion. We adopt a
substoichiometric amorphous model for modelling the structure at the interface and
investigate the formation of defect structures upon setting the Fermi-level above the
conduction band minimum. Our scheme reveals the occurrence of In and Ga lone-
pair defects and As–As dimer/dangling bond defects, in agreement with previous
studies based on physical intuition. In addition, the present simulation reveals hith-
erto unidentified defect structures consisting of metallic In–In, In–Ga, and Ga–Ga
bonds. The defect charge transition levels of such metallic bonds in Al2O3 are then
determined through a hybrid functional scheme and found to be consistent with the
defect density measured at InGaAs/Al2O3 interfaces. Hence, we conclude that both

A. Bouzid (B)
Institut de Recherche sur les Céramiques Centre Européen de la Céramique,
12 Rue Atlantis, 87068 Limoges, France
e-mail: assil.bouzid@unilim.fr

A. Pasquarello
Chaire de Simulation à l’Echelle Atomique (CSEA),
Ecole Polytechnique Fédérale de Lausanne (EPFL), 1015 Lausanne, Switzerland
e-mail: alfredo.pasquarello@epfl.ch

© Springer Nature Switzerland AG 2020
E. V. Levchenko et al. (eds.), Theory and Simulation in Physics for Materials
Applications, Springer Series in Materials Science 296,
https://doi.org/10.1007/978-3-030-37790-8_3

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-37790-8_3&domain=pdf
mailto:assil.bouzid@unilim.fr
mailto:alfredo.pasquarello@epfl.ch
https://doi.org/10.1007/978-3-030-37790-8_3


40 A. Bouzid and A. Pasquarello

In and Ga lone pairs and metallic In–In bonds are valid candidate defects for charge
trapping at InGaAs/oxide interfaces upon charge carrier inversion. These two studies
demonstrate the effectiveness of constant-Fermi-level ab initio molecular dynamics
in revealing and identifying semiconductor defects in an unbiased way.

3.1 Introduction

Silicon is the most used material in the microelectronic industry. Its wide use is due
to the facility of doping silicon with both donors and acceptors, allowing thereby
the realization of both p-type and n-type field effect transistors. In particular, silicon
is highly advantageous thanks to its native oxide SiO2, which gives rise to well-
passivated interfaces and good dielectric behavior. Despite these excellent properties,
the scaling of this system is hindered due to fundamental limits associated with
quantum tunneling [1, 2].

As an alternative, attention has recently been devoted to III–V semiconductor
materials.While these compounds offer higher carrier mobilities compared to silicon
[3, 4], their integration in metal-oxide-semiconductor field-effect transistors [5–7]
remains difficult due to the formation of performance degrading defects at their
interfaces with other materials [8, 9]. Hence, finding appropriate routes to hamper
the formation of undesired defects is a general issue that often needs to be overcome
upon the introduction of novel materials in electronic devices.

In practice, it remains difficult to identify the nature of active defects experimen-
tally. In this field, computational modelling is the best tool to achieve insight into
possible defect structures. Currently, the identification of defects through compu-
tational methods relies on educated guesses based on physical intuition or results
from trial and error procedures. First, candidate defect structures are imagined, then
generated in atomistic models and compared to the available experimental character-
ization. In the absence of experimental data, the selection process generally rests on
the sole calculation of formation energies, which does not correspond to an inclusive
search. In addition, the calculated energetics might be flawed by the consideration of
inappropriate structural models. Given these issues, it is of paramount importance to
develop computer-aided simulation approaches for identifying and controlling active
semiconductor defects without introducing any human bias in the search procedure.

As an alternative scheme, constant Fermi level molecular dynamics represents a
very promising technique for the identification and study of defects in semiconductor
materials [10–13]. Within this scheme, the system is allowed to exchange electrons
with an external potentiostat set at a pre-fixed target Fermi energy. The charge tran-
sition levels of a defect separate energy ranges in the band gap, in which the defect
stabilizes in different charge states. Hence, setting the Fermi-level within a given
energy range of the band gap should, at equilibrium, lead to the formation of the
defect in the corresponding charge state. Furthermore, the application of this tech-
nique in a dynamical fashion, i.e. in combination with ab-initio molecular dynamics,
facilitates the realization of such equilibrium conditions through thermal annealing.
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In this chapter, we review the application of ab initio molecular dynamics at
constant Fermi level as a computer-aided tool to reveal and identify semiconduc-
tor defects. We focus on two case studies, namely defects in GaAs and at the
In0.53Ga0.47As/oxide interface. GaAs and In0.53Ga0.47As (InGaAs hereafter) alloys
are among the III–V semiconductors that are considered as alternatives to silicon in
metal-oxide-semiconductor compounds [14–16] owing to their high carrier mobility
[17–19]. However, the occurrence of a high defect density at the interface with oxide
materials hampers their widespread use and severely reduces their performance com-
pared to theoretical expectations [20–22]. Hence, understanding the nature of these
defects and their impact on the electrical properties represents an important step
toward their control and passivation [23–26].

3.2 Computational Methods

The electronic structure is described in the framework of density functional theory
within the generalized gradient approximation due to Perdew, Burke and Ernzerhof
(PBE) [27]. Core-valence interactions are described by normconserving pseudopo-
tentials [28]. The wave functions of the valence electrons are expanded in a plane-
wave basis set defined by kinetic energy cutoffs of 40Ry and 70Ry for GaAs and
InGaAs/oxide systems, respectively. TheBrillouin zone is sampled at the� point.We
performBorn-Oppenheimermolecular dynamics using a time step of�t = 0.48 fs to
integrate the equations of motion. The control of the temperature is ensured through
a velocity rescaling method.

In order to control the Fermi level during the simulation, the system is connected
to an external potentiostat at a fixed potential ε̄F acting like an external electron
reservoir. Hence, the electronic charge Ne is considered as a dynamical variable
having a fictitious mass Me. In this way, the extended system, which comprises the
physical system and the external electron reservoir, is driven by the grand canonical
potential: � = E tot(ri , Ne) − Neε̄F , where E tot(ri , Ne) represents the total energy
of the considered system and Neε̄F the energy corresponding to Ne electrons in the
external reservoir [10, 11]. Consequently, this formulation defines the forces acting
on the atoms and the electronic charges, which are given by:

Fi = −∂E tot(ri , Ne)

∂ri
and Fe = −(εF − ε̄F ), (3.1)

where εF is the instantaneous Fermi energy. Fe drives electrons into the systemwhen
εF is lower than ε̄F and drives electrons into the reservoir in the opposite case. The
average of the instantaneous Fermi energy εF then corresponds to the pre-set ε̄F . The
dynamical equations for the charge evolution read:

Ṅe = Pe
Me

and Ṗe = Fe = −(εF − ε̄F ), (3.2)
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where Pe is a fictitious momentum associated to the dynamical variable Ne. Upon
the exchange of electrons with the reservoir, the charge neutrality in the supercell is
ensured by the use of a uniform neutralizing background, as customary in the study
of charged defects in periodically repeated supercells [29]. Further details about the
implementation of this technique can be found in [11–13, 30].

In practice, we set the fictitious electronic mass to Me = 1000a.u. for GaAs and
to 500a.u. for InGaAs. The temperature of the electronic charge Tc is controlled by a
velocity rescaling method and is set to 30K. We use Gaussian-smeared occupations
with widths of at most 0.13eV to prevent numerical instabilities associated to the
use of fractional occupations.

3.3 The Case of GaAs

Among the III–V semiconductor materials, GaAs is considered as a prototypical
system and has received considerable attention. A large body of theoretical studies
based on density-functional calculations has provided a detailed description of pos-
sible defect structures in GaAs and at its interfaces with oxide materials [22, 31–38].
In particular, the Fermi-level pinning in GaAs has been attributed to an amphoteric
defect [33, 37, 39, 40]. When the Fermi energy is below the pinning level, the defect
occurs in the form of a homopolar As–As bond. It transforms into two doubly occu-
pied dangling bonds (DBs) on As atoms when the defect captures two electrons.
This particular defect occurs in several GaAs systems, including interfaces [33, 39],
surfaces [33], and amorphous phases [37].

In this work, we mainly focus on GaAs in its amorphous phase. This phase repre-
sents a suitablemodel for bonding arrangements at interfaces of the parent crystalline
semiconductor.Weapply the constant-Fermi-level ab initiomolecular dynamics tech-
nique to investigate defects inGaAs. This scheme is expected to reveal the occurrence
of the amphoteric defect and of its transformation, even in the absence of any prior
knowledge. Consequently, the structure of amorphous models generated by melt-
quench procedures would be highly influenced by the position of the fixed Fermi
level.

3.3.1 Model Generation at Constant Fermi Level

We consider a system containing 32Ga and 32As atoms in a periodically repeated
cubic cell of size 11.54Å, corresponding to the experimental density [41–43]. The
amorphous phase is generated through the melt-quenching technique starting from
an initial crystalline structure of GaAs. Through a molecular dynamics evolution at
T = 2500K for a duration of 6ps, the structure departs from the initial configuration
through significant diffusion ofGa andAs.Next, the temperature is gradually lowered
to T = 1600K within 10ps through a stepwise decrease of the temperature. The
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system is annealed during 25ps at T = 1600K to ensure good diffusion in the liquid
state. This state is the starting point for all the amorphous models generated in this
work. The final amorphous system is achieved by quenching from themelt according
to the following protocol: T = 1100K for 10ps, T = 800 K for 13ps, T = 500K
for 10ps, and T = 300K for 17ps. Statistical averages are collected over the last
10ps of the trajectory at 300K.

We first generate a neutral reference amorphous model without the use of the
constant-Fermi-level technique. For this model we find a HOMO-LUMO gap of
0.53eV with a Fermi level lying in the middle of the band gap at 0.26eV from the
valence band maximum (VBM). Despite the small value of this band gap, we are
able to perform molecular dynamics simulations with Fermi levels fixed at various
positions in the gap. A detailed description of the alignment procedure used to set
the Fermi level during the dynamics is described in [13].

We then fix the Fermi level at various positions with respect to the band edges
during the molecular dynamics. As a consequence, the system is driven out of equi-
librium, exchanges electrons with the external reservoir and arranges its structure
accordingly. In this manner, we can explore the dependence of the defect popula-
tions in particular and of atomistic structure in general on the position of the pre-fixed
Fermi level. Four amorphous models are generated by setting the target Fermi level
at different energies with respect to the band edges. For each of these four systems,
we start the constant Fermi-level molecular dynamics from the liquid state equili-
brated at T = 1600K and adopt a quenching protocol similar to the one used for the
reference system. When referred to the VBM of the neutral GaAs, the Fermi levels
of these four systems are at −0.10, +0.07, +0.45, and +0.61eV. The time evolution
of the electronic charge and of the Fermi level during the molecular dynamics of the
amorphous systems at 300K are shown in Fig. 3.1.

We generate two amorphous models with Fermi levels at higher (0.45eV) and
lower (0.07eV) energy in the band gap with respect to the Fermi level of the ref-
erence system (Fig. 3.1c). Additionally, we generate two models with Fermi levels
degenerate with either the valence (−0.10eV) or the conduction (+0.61eV) band
in order to simulate conditions of carrier degeneracy. For all the generated systems,
the instantaneous Fermi levels show stable time evolutions around the pre-set val-
ues during the molecular dynamics. When the target Fermi level is set close to the
VBM (Fig. 3.1a, b), the system releases electrons toward the reservoir. Hence, the
total charge of the system becomes positive and stabilizes around +16e and +10e
when ε̄F is fixed at −0.10 and 0.07eV, respectively. When setting the target Fermi
level close to the CBM, extra electrons are driven into the system. We find total
electronic charges of about−6e and−12e for the simulations with ε̄F at 0.45eV and
0.61eV (Fig. 3.1d, e), respectively. In this manner, the generated amorphous models
are representative of both n-type and p-type GaAs.
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Fig. 3.1 Time evolution of
the instantaneous Fermi level
εF (green) and of the total
electronic charge (in units of
e) in the system (red) during
the constant-Fermi-level
molecular dynamics of
amorphous GaAs at 300K.
Panel (c) corresponds to the
reference system produced
without fixing the Fermi
level (εF = 0.26eV). Panels
(a), (b), (d), and (e)
correspond to systems
generated by setting the
Fermi level ε̄F at −0.10,
+0.07, +0.45, and +0.61,eV,
respectively
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3.3.2 Analysis of the Atomic Structure

The partial pair correlation functions gαβ(r)with α, β =Ga or As, shown in Fig. 3.2,
allow one to investigate the structural properties of the amorphous models of GaAs
generated at various Fermi levels. The first peaks in gGaGa(r) and gAsAs(r) are located
at about 2.50Å and are signatures of homopolar Ga–Ga and As–As bonds, respec-
tively. When the Fermi level moves from the conduction to the valence band, the
intensity of the first peak in gAsAs(r) shows a steady increase, which reflects the
occurrence of a higher concentration of As–As dimers for Fermi levels close to the
VBM. In the case of Ga–Ga correlations, the intensity of the first peak shows the
opposite behavior. For Fermi levels moving closer to the VBM, this peak undergoes
broadening until the first minimum is no longer discernable. Such a change indicates
that the topology of the system is highly affected by holes injected at these Fermi
levels. For Fermi levels moving closer to the CBM, the formation of homopolar
Ga–Ga is favored as the first peak in gGaGa(r) becomes sharper. The modification of
the local environment around the Ga atoms as reflected by the Ga–Ga correlations is
also mirrored in the Ga–As correlations. In particular, as the Fermi level approaches
the CBM and the first peak in gGaGa(r) gets better defined, the first peak in gGaAs(r)
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Fig. 3.2 Ga–Ga, As–As,
and Ga–As partial pair
correlation functions of the
amorphous models of GaAs
generated at various Fermi
levels. The results
correspond to averages over
10ps of molecular dynamics
at a temperature of 300K
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becomes sharper and its intensity higher. These variations indicate that the chemi-
cal order in the system is related to the presence of well-defined homopolar Ga–Ga
bonds. In particular, the present results suggest that chemical order is favored in
GaAs generated in n-type conditions. At a more general level, the real space analysis
based on pair correlation functions shows that the position of the Fermi level in the
band gap highly influences the atomic structures of the generated amorphous model.

3.3.3 Defect Population Analysis

A compact real-space representation of the electron structure can be achieved by
resorting to maximally localized Wannier functions and in particular to their centers
(W), which can be exploited to detect chemical bonds and lone pairs. Within this
formalism, each Wannier function represents the localization of two electrons at a
given average position corresponding to its center W. We distinguish three different
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Fig. 3.3 Pair correlation
functions gAsW(r) and
gGaW(r) between As and W
centers (upper panel) and
between Ga and W centers
(lower panel), respectively,
for the amorphous models
evolving at 300K. The
various curves are labeled
with their corresponding
Fermi energy
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Wannier centers in GaAs systems. First,Wannier center (WB) occurs along heteropo-
larGa–As bonds, as it is the case in crystallineGaAs. Second, aWannier centers (WH)
are found close to the middle of Ga–Ga or As–As bonds and correspond to homopo-
lar linkages. Third, lone pairs attached to As or Ga, which are not participating in
the chemical bonding, are also represented by Wannier functions (WLP).

The pair correlation functions gAsW(r) and gGaW(r) displayed in Fig. 3.3 showAs–
W and Ga–W correlations as computed for all our structures. Three main features
can be distinguished for As–W correlations [33, 37], which arise from WLP, WB,
and WH with increasing distance. The intensity of As–WLP correlations increases,
while that of As–WH correlations is reduced as the Fermi level moves towards higher
energies. This trend is in agreement with the observed behavior of As–As dimer/DB
defects at GaAs surfaces and interfaces [33, 39]. Taking Ga–W correlations under
consideration, we findWcenters corresponding toWLP,WH, andWB with increasing
distance.

The intensity of Ga–WLP and Ga–WH correlations show an opposite behavior
upon variation of the Fermi level. More precisely, as the Fermi level moves towards
the CBM, the amount of Ga lone pairs decreases and the amount of homopolar Ga–
Ga bonds increases. In addition, when the Fermi level reaches the neighborhood
of the CBM, the peak corresponding to Ga–As bonds of both As–W and Ga–W
correlations gains higher intensity. As for the As dangling bonds and Ga homopolar
bonds, significant fractions of them are formed at the Fermi levels close to the CBM.
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These defects are replaced by As homopolar bonds and Ga dangling bonds for Fermi
level moving toward the VBM.

A proper description of the local environments requires definitions for the chem-
ical and dangling bonds. First, lone pairs correspond to W centers occurring at
shorter distances than the first minima in gGaW(r) or gAsW(r). Second, heteropo-
lar or homopolar bonds are defined when a W center is shared between two atoms
of different or of the same chemical species. In these definitions, we allow for a tol-
erance on the bond lengths, according to the inequality rWα + rWβ − rαβ < 0.25 Å,
where α and β indicates either Ga or As atoms. In this manner, all the W centers can
be assigned to either atomic bonds or lone pairs.

Using the aforementionedbonddefinitions,we calculate the coordination numbers
of As and Ga atoms in our amorphous models. For Fermi levels in the vicinity of
the VBM, Ga atoms feature a high fraction of fourfold coordinated configurations.
When the Fermi level is set in the vicinity of the VBM, the Ga atoms are found to be
mainly fourfold coordinated, with a substantial fraction of undercoordinated atoms
(	 = 0, 1, 2, and 3). In agreement with their low electronegativity, we do not find
any threefold or fourfold coordinated Ga atoms carrying lone pairs. We note that
fivefold coordinated Ga atoms occur in very small fractions. When the Fermi level
shifts toward the CBM, the amount of undercoordinated Ga atoms reduces in favor
of fourfold coordinated ones. Focusing on As atoms, we find that they occur mainly
in fourfold coordinated configurations but that they also show a sizeable fraction
of threefold coordinated motifs. As the Fermi level moves from the VBM to CBM,
the fraction of fourfold coordination reduces while that of threefold coordination
increases. We note that almost all the threefold coordinated As atoms carry a lone
pair and that fivefold coordinated As atoms only occur in small proportions.

A complete picture of the defective structures occurring in GaAs as a function
of Fermi level requires that we consider unoccupied dangling bonds in the analysis.
We adopt the following rational. In the case of As atoms, the Wannier-function
decomposition shows the occurrence of dangling bonds in the form of lone pairs.
When one excludes the negligible amount of fivefold coordinated As atoms, we find
that the majority of the remaining As atoms are either fourfold coordinated without
carrying any lone pair or threefold coordinated with a single lone pair. As such, one
can establish a dominant preference for fourfold hybridization in amorphous GaAs.
It is then reasonable to assume that such a fourfold hybridization is also preserved
in the case of Ga atoms. This allows us to assign unoccupied dangling bonds to Ga
atoms on the basis of their coordination number and their number of lone pairs. In this
manner, the amounts of atoms with heteropolar and homopolar bonds together with
those carrying occupied and unoccupied dangling bonds can be established. This
counting is normalized to account for a fourfold hybridization per atom. Fivefold
coordinated atoms are considered separately.

Figure3.4 shows the fractions of As and Ga atoms forming homopolar and het-
eropolar bonds and carrying unoccupied and occupied dangling bonds as a function
of the pre-set Fermi level. From the fraction of Ga–As bonds, we find that the chem-
ical order is mostly favored when the Fermi level is set in the upper half of the
band gap. The analysis of the local environment of the As atoms reveals that the
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Fig. 3.4 Fractions of Ga and
As atoms involved in
heteropolar and homopolar
bonds and carrying occupied
and unoccupied dangling
bonds as a function of the
pre-set Fermi level. The
results are obtained under the
assumption of fourfold
hybridization. The fractions
of fivefold coordinated atoms
are accounted for separately 0
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fraction of the occupied As dangling bonds increases when the Fermi level moves
from the VBM toward the CBM. On the contrary, we find that the fraction of As–As
homopolar bonds shows an opposite trend.

It has been show previously [33, 37, 39, 40] that the conversion of As–As dimers
into occupied As dangling bonds (As–As + 2e− → 2DB·

As) is the keymechanism to
explain Fermi-level pinning in GaAs systems. We remark that in the constant Fermi
energy scheme, the key features of this reaction are captured in a straightforward
manner through computer simulations without the necessity of any prior knowledge
of the relevant defect structure.

In the case of Ga atoms, we find that the amount of homopolar bonds increases
with Fermi energy. This behaviour is accompanied with a reduction of the fraction
of unoccupied dangling bonds and to a lesser extent of occupied ones. This suggest
that the following reaction mechanism occurs as a function of the Fermi level:

Ga–Ga → 2DB◦
Ga + 2e−. (3.3)

This mechanism might lead to the formation of a defect level in the band gap. How-
ever, at interfaces relevant for microelectronic applications, GaAs is generally in
contact with excess oxygen, which leads to their passivation as Ga–Ga bonds get
oxidized.
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3.4 The Case of the InGaAs/Oxide Interface

In0.53Ga0.47As represents a very promising candidate for practical implementation in
microelectronic devices [17]. This system is usually interfaced with high dielectric-
constant materials, such as Al2O3, which is characterized by a wide band gap and
excellent thermal stability [17, 44]. It has been revealed experimentally that, when
interfaced with Al2O3, In0.53Ga0.47As shows a density of defect states with a large
feature in the vicinity of the valence band and a second smaller feature atmid-gap [45–
48]. These interface defects have been found to be independent of the nature of the
deposited oxide,which implies that theyoriginatemost likely from the semiconductor
substrate [46–49].

Capacitance-voltage experiments demonstrate the presence of oxide traps cen-
tered at +1.5 and −0.5eV with respect to the conduction band minimum (CBM)
of InGaAs [20]. Furthermore, bias temperature instability experiments reveal the
occurrence of a defect density distribution centered at ≈1eV above the CBM [21].
Under carrier population inversion, the Fermi level moves up into the conduction
band, allowing thereby the carrier population to reach high concentrations. In these
conditions, the electrical properties of the device are undermined by the occurrence of
oxide defects. The nature of these defects remains inaccessible to experimental tech-
niques. We here resort to constant Fermi energy molecular dynamics to investigate
these defects.

3.4.1 Model Generation at Constant Fermi Level

We model the InGaAs/oxide interface through a disordered assembly composed of
the stoichiometric interfacial components at a ratio of 50:50. In agreement with the
experimental characterization [50], our choice of composition results in a substoi-
chiometric oxide representative of the composition at the interface. As in the case
of GaAs, we here resort to a melt-quenching technique to generate an amorphous
phase. This protocol allows the system to overcome energy barriers and to reach a
reasonable structure. We note that our primary aim is to unveil typical defect struc-
tures rather than to achieve a realistic description of the atomistic network at the
interface.

The suboxide model (GaAs)0.5(Ga2O3)0.5 generated in [37] is taken as the starting
structure to build the interface model. This model consists of 48Ga, 16As, and 48O
atoms at a mass density of 5.42g/cm3. Replacing half of the 48Ga atoms by In
atoms, we then achieve a system composed of 24Ga, 24 In, 16As and 48O, which
is described by the formula (In0.5Ga0.5As)0.5(InGaO3)0.5. We calibrate the system
density to eliminate residual pressure [51] and yield a mass density of 5.98g/cm3. In
the following, this structure is used as the initial configuration for themelt-quenching
protocol.
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Within our melt-quenching protocol, we set the temperature to 2500K and allow
the system to evolve towards a disordered structure for a duration of 6.4ps, ensuring
thereby complete decorrelation with respect to the initial configuration as all the
atoms diffuse over several inter-atomic bond lengths. Next, we achieve the amor-
phous structure by gradually decreasing the temperature according to the sched-
ule: T = 1500K for 7.6ps, T = 1000K for 7.2ps, T = 500K for 13.4ps, and
T = 300K for 10ps.A similar stepwise quenchingprotocol has beendemonstrated to
achieve accurate amorphous models featuring excellent agreement with experiments
[52–55]. The final results are averaged over the last 7ps of the trajectory at 300K.
This model is generated under neutral conditions without the use of the constant
Fermi-level technique and is referred to as model I in the following. Model I features
a band gap of 0.30eV with an average Fermi level lying at midgap.

Furthermore, we generate a second model, model II, that simulates the experi-
mental condition achieved upon carrier population inversion. In practice, we set the
Fermi level above the CBM of the reference model during the molecular dynamics.
Starting from the liquid-like state of model I achieved at T = 1500K, we activate the
constant Fermi-level simulation and lower the temperature according to the follow-
ing quenching protocol: T = 1000K for 6.9ps, T = 500K for 11ps, and T = 300K
for 10ps.

We adopt an alignment scheme based on the average O 2s energy level of twofold
coordinated O atoms in order to reference the energy levels of model II to those of
model I. As a result of this alignment, the Fermi level of model II is found to be at
+0.16eV with respect to the CBM of model I.

3.4.2 Defect Population Analysis

As in the case of GaAs, we here resort to maximally localized Wannier functions
to analyse the nature of the atomic environment in terms of chemical and dangling
bonds. The Wannier decomposition analyses applied to model I and model II are
shown in Fig. 3.5. Inmodel I, we find about 7.5%of the In atoms carrying an occupied
DB and a similar fraction forming homopolar bonds. An atom is considered to be
involved in homopolar bonds when it forms at least one of such bonds. Both DBs
and homopolar bonds are absent in the case of Ga, but for As they occur in fractions
of 70% and 62%, respectively. In the case of O atoms, we observe a large fraction of
DBs around 68%, but these atoms are not found to be involved in homopolar bonds.
We note that the fractions of DBs and homopolar bonds for In and Ga atoms increase
when the Fermi-level is set above the CBM. Hence, two main changes are observed
upon increasing the Fermi level above the CBM. On the one hand, the formation of
metallic homopolar bonds is promoted, and on the other hand, the system tends to
form a larger fraction of atoms carrying DBs. The formation of occupied DBs on In
and Ga atoms upon capture of two electrons has already been identified in [56] as
one possible charge trapping mechanism at energies above the CBM. In [56] these



3 Exploring Defects in Semiconductor Materials Through Constant … 51

Fig. 3.5 Fractions of In, Ga,
As, and O atoms involved in
homopolar bonds and
carrying occupied dangling
bonds, as obtained for model
I and model II
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defects were identified by physical intuition. Interestingly, they emerge directly as
the result of the applied simulation method in the present work.

Focusing on the local environment around As atoms, we find a reduction of the
fraction of As atoms belonging to homopolar bonds accompanied by an increase of
the fraction of As atoms carrying DBs. These two observations indicate the occur-
rence of As–As dimer/DB defects according to the following reaction mechanism
[33, 39]:

As–As + 2e− → 2DB•
As. (3.4)

Overall, our search for defects at InGaAs/oxide interfaces through constant Fermi-
level molecular dynamics reveals two main points. First, we are able to reproduce
defects previously identified through conventional defect studies. Specifically, we
find that upon electron charging the fractions of In and Ga atoms carrying occupied
DBs increase and we retrieve the mechanism associated with the As–As dimer/DB
defect. Second, our simulation scheme reveals the occurrence of previously uniden-
tified defect structures consisting of metallic In–In, In–Ga, and Ga–Ga bonds, which
might potentially play a role in the charge trapping at the InGaAs/oxide interface.
This possibility is examined in the next section through a study of the electronic
structure at the hybrid functional level of theory.

3.4.3 Defects at the Interface

In order to evaluate the electrical activity ofmetallic-bond impurities in In0.53Ga0.47As
based devices, we determine their energy levels in bulk Al2O3. We here resort to
an amorphous Al2O3 model generated previously through first principles molec-
ular dynamics [57] and take advantage of the accurate band alignment at the
In0.53Ga0.47As/Al2O3 interface achieved in [56]. Metallic bond defects are created
in this system by replacing two Al atoms bonded to the same O atom in their first
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Fig. 3.6 Defect levels of
In–In, In–Ga, and Ga–Ga
defects as obtained from
electronic-structure
calculations with the hybrid
functional proposed by
Heyd, Scuseria, and
Ernzerhof. The experimental
density of oxide traps as a
function of Fermi energy
(from [20, 21]) is presented
for comparison. The energies
are referred to the CBM of
InGaAs

neighbor shell. In thismanner, we choose twoAl atoms separated by a small distance,
which favors metallic bond formation upon substitution. The defect charge transi-
tion levels are calculated on the thermodynamically equilibrated defect structure.We
perform cyclical structural relaxations in the neutral and Q = −2 charge states until
convergence is achieved [58] and determine the associated ε0/−2 defect level. As
such, one ensures that the structural relaxations occurring upon defect charging are
solely related to the defect rather than to defect-independent structural relaxations
of the amorphous model [58]. For In–In, we find that the relaxed configuration in
the charge state Q = −2 features a bond length of 2.7Å, and an overall local envi-
ronment which resembles the one achieved during the molecular dynamics at 300K.
In–Ga and Ga–Ga defects are created by substituting In with Ga and repeating the
procedure based on cyclical structural relaxations.

Details of the calculation of the defect levels corresponding to thermodynamic
charge transition levels ε0/−2 are provided in [12]. The resulting defect levels are
displayed in Fig. 3.6. When referred to the CBM of InGaAs [56], the energy levels
of the In–In, In–Ga, and Ga–Ga defects lie at +0.51, −0.78, and −0.95eV. We
remark that the In–In defect level falls close to peaks in the experimental densities
of interface states centered around 1 eV above the CBM of InGaAs (see Fig. 3.6)
[20, 21]. Hence, we infer that In–In pairs are valid candidates for the trap states
observed experimentally upon carrier population inversion. This result complements
the one put forward previously, in which energy levels associated to In andGa defects
carrying lone pairs were found to lie between 0.7 and 1.3eV above the CBM [56].
At variance, the In–Ga and Ga–Ga defect levels fall below the VBM of InGaAs
in a good match with the experimental peak found at 0.5eV below the CBM [20].
However, they do not appear to play a significant role upon charge carrier inversion.

These findings consolidate the observation from constant Fermi-level molecular
dynamics that metallic bonds in the oxide phase could stabilize at the InGaAs/oxide
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interface. The present results together with those of [56] provide a comprehensive
picture of the defects occurring at InGaAs/Al2O3 interfaces and disclose the nature
of the defects that could contribute to the measured density of interface states upon
inversion.

3.5 Conclusions

Inspired by experimental studies on semiconductors, in which the Fermi level is
controlled during growth, we have reviewed in this chapter the use of constant Fermi
level ab initio molecular dynamics as a computer-aided simulation technique to
investigate the occurrence of defects in semiconductor materials. Our approach is
free from human bias and does not require prior knowledge of the defect structures.
Using this simulation technique, we have demonstrated that it is possible to gen-
erate amorphous models, for which the Fermi level is fixed at a pre-set value. The
system spontaneously favors the formation of defects that show higher stability at
the selected Fermi level. Hence, the basic principle of our scheme is that the defect
population undergoes modification when the Fermi level crosses defect charge tran-
sition levels. In particular, this offers the possibility of achieving computer-generated
semiconductor structures representative of n-type or p-type semiconductors.

We have validated this scheme in the case of amorphous GaAs for which we have
observed a clear anticorrelation between the occurrence of As–As homopolar bonds
and As dangling bonds as the Fermi-level varies across the band gap. This clearly
hints at the interconversion of these two defective structures upon charge exchange,
which has been proposed as the key mechanism leading to Fermi level pinning in this
material. Next, we have investigated defect structures occurring at the InGaAs/oxide
interface and have found that In–In defects, in addition to In and Ga lone-pair defects
identified previously, constitute valid candidates for trapping charge carriers upon
inversion.

In conclusion, we have demonstrated the effectiveness of the constant-Fermi-level
ab initio molecular dynamics technique in revealing charge trapping mechanisms
associated to defect levels in the band gap. The method is expected to serve as
an invaluable tool towards the identification of undesired defects in semiconductor
compounds in view of their passivation. Especially when common practices based
on physical intuition have failed, the present scheme provides an alternative search
procedure, which is computer-driven and thus not subject to human bias.
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Chapter 4
Enhancing the Flexibility of First
Principles Simulations of Materials via
Wavelets

Laura E. Ratcliff and Luigi Genovese

Abstract We illustrate how the properties of a Daubechies wavelet basis set can
be exploited to build an effective computational method that enables one to per-
form electronic structure calculations of systems containing up to many thousands
of atoms. This is achieved by implementing a ladder of approaches of different scal-
ing behaviours and decreasing computational complexity. We will explain that such
an approach is suitable both for extended systems and for systems with molecular
character. We define quantitative indicators that provide guidelines to the end-user
about the pertinence of the employed methodology, thereby guaranteeing limited
impact on the precision of the result. We provide a quantitative illustration of these
concepts to defective systems with an extended character, by presenting the differ-
ences in computational walltime and in precision among the various methodological
steps of the ladders.

4.1 Introduction

Since the days of their foundations, disciplines like Computational Physics or Quan-
tum Chemistry have had to deal with the problem of the computational reliability
of results. A computational result may be considered reliable for various reasons.
For example, it may be in agreement with some previous observation or measure-
ment that the employed computational model is susceptible to reproduce. The model
itself may in this way be classified as “accurate”; it can then be employed to extract,
in silico, other quantities which might be used to predict or interpret experiments.
Another aspect of reliability is the concept of “precision”, which is more focused
on the actual results that a given computational model provides for a specific set
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of quantities, regardless of their potential agreement with experimental data. The
aim of a precise approach is to reduce the computational uncertainties of quantities
extracted out of a well-defined model, and provide reference results, to which other
computer codes employing the same model can be compared.

For a theoretical approach which is based on numerical calculations, for which no
analytic reference solution exists, reducing the computational uncertainty is the only
possible way to shed light on the predictive power of the model. In other terms, the
“accuracy” of a result with respect to experimental data may be reliably quantified
only when the computational uncertainty is guaranteed to be significantly lower than
the observed discrepancy.

When linking together various length scales, such considerations are not just
optional, but rather they become compulsory. Having said that, however, performing
a set of production quantum mechanical (QM) simulations with an unnecessarily
costly approach would provide a study of poor quality, as the simulation scheme
would entangle interactionswith different length scales and couplings. In other terms,
the dogma “the more complex the simulation the better” is not necessarily true in
such situations. Taking these considerations into account allows one to focus on
the regions of the system which require a high level of theory, providing a better
understanding of the fundamental mechanisms and avoiding an unnecessary waste of
computational resources. Indeed, such is the motivation behind multiscale QM/QM
or QM/MM (molecular mechanics) approaches which combine different levels of
theory within a given simulation. It is interesting to discuss such a delicate balance
of computational complexity within the framework of large-scale density functional
theory (DFT) calculations.

Linear scaling algorithms for Kohn-Sham (KS) DFT [1, 2], developed already
some time ago [3, 4], have recently become accessible to a broader community thanks
to the introduction of reliable and robust approaches (see e.g. [5] and references
therein). This has important consequences for the interpretation and design of first-
principles approaches, as the possibility of tackling systems of unconventionally
large sizes allows one to address new problems and questions. From a computational
point of view, one of the most important characteristics of a DFT code is the set
of basis functions used to express the KS orbitals. The domain of applicability of
a code is tightly connected to this choice. For example, a non-localized basis set
like plane waves is highly suitable for electronic structure calculations of periodic
and/or homogeneous systems like crystals or solids, while it is much less efficient in
expanding localized information, due to the wider range of components in reciprocal
space. For these reasons DFT codes based on plane waves are not convenient for
simulating inhomogeneous or isolated systems like molecules, due to the resulting
high memory requirements.

An important distinction should be alsomade between codeswhich use systematic
and non-systematic basis sets. A systematic basis set allows one to calculate the exact
solution of the KS equations with arbitrarily high precision by increasing the number
of basis functions. In other terms, the numerical precision of the results is related
to the number of basis functions used to expand the KS orbitals. With such a basis
set it is thus possible to obtain results which are free of errors related to the choice
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of the basis, eliminating a source of uncertainty. In this context, it is therefore very
important to have at hand a computational formalism which is able to provide, at the
same time:

• a set of reliable results, in the sense that they can be systematically improved by the
end-user, in view of increasing—when needed—the precision of the calculations;

• a flexible approach, namely by providing the possibility of explicitly implementing
the desired models without having to deal with correction terms and intrinsic
approximations;

• an efficient computer program, which enables the optimal use of computational
resources, especially in the context of high performance computing;

• the ability to connect together different levels of theory, where various approaches
might be linked within a given computational setup.

To this end, in the following we show how the use of a systematic wavelet basis set,
as adopted in the BigDFT code [6], facilitates these requirements. This includes the
ability to define a computational setupwhich is adapted to different system sizes, such
as a linear scaling approach, aswell as the definition of various indicatorswhich allow
one to assess whether or not the chosen approach is appropriate given the inherent
complexity of the system in question.We focus primarily on the treatment of extended
systems, nonetheless one may also apply a similar treatment to (supra)molecular
systems.

4.2 Density Functional Theory with Wavelets

The set of basis functions used to express the KS orbitals is of key importance for the
nature of the computational operations which have to be performed. In the BigDFT
code, the KS wavefunctions are expressed in Daubechies wavelets [7]. The latter
is a set of localized, real-space based set of orthogonal functions which allows for
a systematic, multi-resolution description. A more complete description of these
operations can be found in the BigDFT reference paper [6].

Awavelet basis consists of a family of functions generated from amother function
φ and its translations on the points of a uniform grid of spacing h. Themost important
property of these functions is that they satisfy the so-called refinement equations

φ(x) = √
2

m∑

j=1−m

h j φ(2x − j) (4.1)

ψ(x) = √
2

m∑

j=1−m

g j φ(2x − j)

which establishes a relation between the scaling functions on a grid with grid spacing
h and another one with spacing h/2. h j and g j = (−1) j h− j+1 are the elements



60 L. E. Ratcliff and L. Genovese

of a filter that characterizes the wavelet family, and m is the order of the scaling
function-wavelet family. The wavelet functions are indicated by the function ψ .
All the properties of these functions can be obtained from the relations (4.1). The
full basis set can be obtained from all translations by a certain grid spacing h of the
mother function centered at the origin. Themother function is localized,with compact
support. Themaximally symmetric Daubechies scaling function andwavelet of order
16 that are used in this work are shown in Fig. 4.1. The number of basis functions
is increased by decreasing the value of h. Thanks to the systematicity of the basis,
this will make the numerical description more precise. The degree of smoothness
determines the speed with which one converges to the exact result as h is decreased.
The degree of smoothness increases as one goes to higher orderDaubechieswavelets.
This together with the fact that our method is quasi variational gives a convergence
rate of h14. Obtaining such a high convergence rate is essential in the context of
electronic structure calculations where one needs highly accurate results for basis
sets of acceptable size.

The Daubechies wavelets formalism implemented in the BigDFT code has proven
to provide results of high precision and reliability on all the systems that can be treated
within the pseudopotential (PSP) approximation. Moreover, it has been possible to
show that the PSP approximation is of very good quality and can provide the same
results as all-electron calculations on a wide variety of ground state quantities, see
e.g. [8].

Furthermore, as is natural in an approach which has a direct connection with the
real space, the boundary conditions of the calculations can be explicitly specified by
the user.Molecular systems as well as systemswith 3D periodic boundary conditions
can be explicitly simulated, but slabs and wire-like boundary conditions are also
accessible. This enables an unbiased treatment of systems that are polarizable (for
slabs and wires) or charged (for molecules and clusters).

Fig. 4.1 Daubechies scaling
function φ and wavelet ψ of
order 16. Both are different
from zero only in the interval
from −7 to 8
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Such an approach therefore represents an ideal playground for the development
of high quality solutions to handle large systems within an efficient and precise
algorithm. That is what has been done within the BigDFT developers consortium by
implementing a linear scaling algorithm for Kohn-Sham density functional theory.

4.3 Adaptive Localized Orbitals

In order to obtain an algorithm which can scale linearly with respect to the size of
the system, one has to abandon the concept of the extended KS orbitals ψi and work
with other quantities which are strictly localized. To this end one can express the KS
orbitals in terms of a set of strictly localized support functions (SFs), φα(r), where
ψi (r) = ∑

α c
α
i φ

α(r). One such quantity is the density matrix

F(r, r′) =
∑

i

fiψi (r)ψi (r′) =
∑

α,β

|φα〉K αβ〈φβ | (4.2)

with fi being the occupation number of orbital i . We also denote withK the so-called
density kernel. One particular approach is to write the density matrix in separable
form in terms of the kernel and SFs [9]; an idea that has already been used in various
codes such as ONETEP [10], Conquest [11], CP2K [12] and SIESTA [13].

The SFs can also be thought of as a minimal localized basis to directly represent
the Kohn-Sham orbitals. In BigDFT, they are atom-centred with a strict user-defined
localization radius, beyond which they are set to zero. Consequently, if one neglects
elements of the density matrix which are below a given threshold, the number of non-
zero elements scales only linearly with respect to the size of the system, thus paving
the way towards an algorithm with a reduced complexity. A direct comparison of the
results with the cubic scaling algorithm may be realized with a one-off (generalized)
diagonalization of the Hamiltonian expressed in the (non-orthogonal) SF basis.

This second “rung” of the “ladder” of computational approaches that can be built
thanks to the wavelet properties can be therefore be compared to the original, cubic
scaling, approach, where the only approximation is given by the use of PSPs. It
is important to introduce the concept of the crossover point; above a given num-
ber of atoms, it would become computationally more convenient to employ the LS
algorithm. The employed figure of merit for the crossover point may be either the
walltime or the memory, depending on the user’s need and the type of calculations
that have to be carried out.

In the LS BigDFT approach, the SFs are expressed in a Daubechies wavelet basis
and are defined such as to optimize the usual band structure term of the density-
dependent KS Hamiltonian plus a confining operator V̂c such that

〈φα|V̂c|φβ〉 = δαβ〈φα|V̂ α
c |φα〉 , (4.3)

V α
c (r) = cα|r − Rα|4, (4.4)
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which has the purpose of keeping the SFs confined in their localization regions,
centered in the position Rα , while reducing the KS band structure energy. Usually
Rα coincides with the position Ra of the atom a where φα is initially centered at the
beginning of the SCF optimization procedure. In a typical calculation the strength
of the confining potential is reduced by gradually decreasing the value of cα , until
its effect is negligible. Alongside the SF optimization, the density kernel is also
optimized using one of three possible methods. These and a detailed description of
LS BigDFT are given in [14, 15].

The SFs in BigDFT are therefore optimized in such a manner that they reflect
their local environment. Therefore, if two optimized SFs associated with different
atoms can be shown to be identical, then one can infer that the local environments of
the two atoms are also identical. Such an observation might then lead to the intuition
that it is possible to define a type of “fragment approach”, by employing SFs from
similar environments multiple times. The central idea is to take a group of atoms,
for instance an isolated molecule, and fully optimize the SFs. These SFs can then be
used as a fixed basis for a system containing several such molecules.

4.4 Reducing the Complexity: Template Support Functions

By employing a fragment approach as described above, the degrees of freedom of a
calculation may be reduced further, as there will be no need to optimize the entire set
of SFs but only the ones which are associated to the reference (“template”) regions.
Such considerations are independent ofwhether the system is composed ofmolecules
or infinitely extended. However, the problem of the identification of such template
regions will strongly depend on the electronic structure features of the system, which
are generally different between molecular and extended systems.

The fragment approach in BigDFT is conceptually straightforward, and can be
summarized in three steps:

1. template calculation: generate the SF basis
{
φT

α

}
for each template region T by

performing a full LS calculation.
2. SF replication: take the SFs from the template calculations and replicate them

for the full system of interest.
3. full calculation: perform a LS calculation for the full system using the replicated

SFs as a fixed basis, optimizing only the density kernel.

Both the first and last steps use the standard machinery of a LS calculation. The
second step can be easily automated considering a suitable set of rototranslation
transformationsRT . Namely, given the range of potential orientations and positions
of fragments in a particular target system, it is essential to have a method which is
able to rototranslate the template SFs from their template coordinates to the correct
location and orientation in the full system of interest. Further details on the definition
and application of the fragment approach to (supra)molecular systems are given in
[16, 17], while its application to periodic systems is presented in [18]. Irrespective
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of the details of the system in question, the applicability of such a fragment approach
depends on the definition of a set of suitable indicators which may quantify the
pertinence of a template region.

When a QM system is susceptible to be genuinely separable into fragment states
|�F〉, it should be possible to define a projection operator ŴF associated with each
fragment F. We may assume that such a projector can be represented in the basis
of the SFs by a matrix W, such that ŴF|�〉 = |�F〉, |�〉 being the ground-state
wavefunction. Performing such a fragmentation operation a posteriori is a procedure
that presents of course some degree of arbitrariness and is susceptible to provide,
in the worst case, a partitioning into physically meaningless moieties. The spirit of
the fragmentation procedure described in [19] is to provide indicators which help to
assess the physical pertinence of a given fragmentation.

To this end, we have introduced what we refer to as the purity indicator, defined
by

�F = 1

q
tr

((
KSF

)2 − KSF
)

, (4.5)

where q is the total number of electrons of the isolated fragment in gas phase and
SF ≡ SRFS. We call a fragment pure if its projection satisfies the condition � �
0. Such a condition, which we emphasize to be non-linear in the projector matrix
elements RF, when fulfilled, enables one to interpret the fragment-expectation value

〈Ô〉F ≡ tr
(
F̂F Ô

)
= tr

(
KSRFO

)
, (4.6)

as a pseudo-observable of the fragment F.
We have shown that such a projection operator proves to be powerful in the iden-

tification of a system’s fragments for a system with a molecular electronic structure.
In other terms, the approach described so far is well-suited for molecular systems,
or more precisely for systems where the fundamental constituents have molecular
character. The key question is therefore whether it is possible to define an equiv-
alent approach for extended systems, where it is not possible to define a fragment
projection operator which can be used as such.

To this end, we define a quantity which we refer to as the onsite overlap matrix,
Sonsite. This is defined as

Sonsiteαβ ≡ 〈RT Rα→R0φ(	)
α |RT Rβ→R0φ

(	)
β 〉, (4.7)

i.e. as the overlap between two SFs (which may originally be centred on different
atoms) if they were to be located on the same site of centre R0. Where Sonsiteαβ = 1,
the SFs α and β are identical, and thus have both the same character (s, px etc.)
and local environment. The onsite overlap is therefore independent of the physical
location of the SFs and is instead rather a measure of the similarity between two
SFs and correspondingly the chemical environment of the atoms on which they are
located. Such a quantity is therefore important where we know that the system may
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be represented as a replica of the same pattern, with the SFs surrounded by the same
chemical environment. In such a case, we refer to the fragments as pseudo-fragments,
since, as discussed, they are not truly separable fragments of the system.

With these two different indicators (� and Sonsite) at hand, one can then define a
so-called “template” region, which may be constituted either of a system’s moiety
or by a group of atoms. However, it is evident that such an approach would work
especially for the case where there is no internal deformation of a given fragment, i.e.
when the transformation from template to system fragment is a rigid rotation. In such
cases one can easily find the appropriate transformation. However it is important,
both in the molecular and extended system approaches, to also allow for (small)
deformations in fragments. We therefore define a cost function J

J
(RT→S

) = 1

2

N∑

a=1

||RS
a −

N∑

b=1

RT→S
ab RT

a ||2, (4.8)

where N is the number of atoms in the fragment andRT (S)
a are the coordinates of the

template (system) fragment. The identification of the optimal transformation from
such a cost function is a well known problem [20, 21], and may easily be found using
a simple singular value decomposition based approach [22].

We have demonstrated that such a cost function may also be used as a necessary
condition for the fragment approach to bepertinent. Stated otherwise, the� and Sonsite

indicators might be useful only when there is not too much geometrical difference—
quantified by the cost function J—between the template region and the target system.

4.5 Case Study: Graphene

The different methods introduced above are illustrated schematically in Fig. 4.2,
where we also put them in context with a multiscale approach, which might be the
subject of future work. We show both the key approximation which is introduced
for a given method and an indication of approximate applicable lengthscales. In the
following, we now show how such methods may be used in practice. Specifically,
we are interested in assessing the impact of successive approximations on both the
computational cost and the accuracy of a given computational setup. We do so by
studying in detail the example of graphene.

4.5.1 Computational Cost: Effect of Dimensionality

As discussed above, when selecting a method to treat a given system, one must
choose an approach which is able to model the system in sufficient detail to simulate
the properties of interest, while at the same time avoiding a treatment which is
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Fig. 4.2 Ladder of various computational methods that can be implemented thanks to the properties
of wavelet functions. The base “rung” is provided by the cubic scaling PSP approach, which would
limit its range of applicability to systems with less than a thousand atoms. The linear scaling
approach, which exploits the locality of the support function basis to express the KS orbitals,
is of great utility above this range, not only thanks to its reduced computational cost, but also
since it provides a mapping between the KS description and localization regions. Such a concept is
fundamental for the conception of the third rung, the fragment approach based on support functions,
which are therefore pre-optimized in template regions and used as fixed basis sets to represent the
electronic structure of the system. With a similar setup at hand, it is possible to connect together
various levels of theory, by embedding the KS QM region into another QM treatment, like a pre-
defined KS Hamiltonian or a Tight-Binding treatment. This concept is represented by the fourth
rung, which opens the path towards a multi-scale approach for the treatment of materials and
assemblies that can go above the nanoscale

unnecessarily costly. To this end, it is important to understand how the cubic scaling,
linear scaling and (pseudo-)fragment approaches differ in terms of computational
cost. Aside from the size of the system in question, the relative computational cost of
the threemethods is also affected by other properties such as the band gap (see [23] for
considerations concerning the treatment of metallic systems) or the dimensionality
of the system. In the following we explore the effects of the latter.

To this end we take two related systems with different dimensionalities, namely a
quasi-one-dimensional graphene nanoribbon (Fig. 4.3a) and a fully two-dimensional
sheet of graphene (Fig. 4.3b). The importance of the dimensionality of the system
may be understood by considering the qualitative differences between the associated
SF matrices. Both systems are treated with explicit surface boundary conditions,
however as shown in Fig. 4.4, the density kernel of the nanoribbon is more sparse
than that of graphene for a given system size, since there are fewer overlapping SFs
(assuming the SF localization radii do not differ). As such, we expect to have a lower
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Fig. 4.3 Depiction of the smallest supercells used for the two systems, where the box represents
the size of the cell. The template pseudo-fragment is indicated by the atoms in blue

Fig. 4.4 Plots showing the sparsity of the density kernel matrix for 576 atom supercells of the
nanoribbon (left) and graphene (right)

crossover point with respect to the cubic scaling approach for the nanoribbon than
for graphene.

There are a number of ways to set up a pseudo-fragment approach, however
the particular choice should have no impact on either the accuracy or the cost of
the calculations. For convenience, we make the choices depicted in Fig. 4.3. We
performed calculations for a range of system sizes using a wavelet grid spacing of
0.24 Å and four SFs per atom with localization radii of 3.7 Å. Moderate convergence
criteria were used for the LS approach, corresponding to an error of around 10–
15meV/atom in the total energy compared to the cubic scaling approach.We used the
PBE functional [24] and a HGH PSP [25] employing non-linear core corrections [8].
The Fermi Operator Expansion approach was used to calculate the density kernel.

As a comparison of the three approaches, we show in Fig. 4.5 the density of states
(DoS) for the two systems for each approach for a fixed system size of 576 atoms in
each cell. Since the SFs are optimized tominimize the band structure energy, one does
not expect that such a basis is able to represent the unoccupied states. However, we
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Fig. 4.5 Density of states for 576 atom supercells of the nanoribbon (left) and graphene (right), for
the cubic scaling, linear scaling and pseudo-fragment approaches. Gaussian smearing of 0.25 eV
has been applied and the curves have been shifted so that the highest occupied molecular orbital
(HOMO) is at zero

expect good agreement for the occupied states. It can be seen that the three methods
are indeed in excellent agreement up to the Fermi level. In other terms, if one were
interested in calculating the DoS of either of these systems, one should choose the
least costly method for the given system size, since all approaches are able to capture
the complexity of the systems.

In Fig. 4.6 we show the scaling of the three methods for a fixed number of comput-
ing cores, where a cubic polynomial has been fitted to the results for the cubic scaling
method and a linear function for the remainder of the calculations. There are a num-
ber of points to discuss. First, the cubic scaling calculations of the nanoribbon have
a higher cost compared to graphene for the same number of atoms. This is due to the
larger cell size relative to graphene, since the cost of empty space is non-negligible
in the cubic scaling approach. This serves to demonstrate the importance of using
appropriate boundary conditions—in this example, the use of explicit wire boundary
conditions would be a better choice. A similar effect may be seen on the required
memory. On the other hand, the cost of the LS simulations is very similar between
systems for a given system size, both in terms of time and memory. Although less
severe than in the cubic scaling case, the SFs nonetheless extend into the portion of
empty space which is close to the nanoribbon, increasing the computational cost.
This effect is however balanced out by the reduced sparsity and resulting lower cost
of sparse matrix algebra.

For both systems the use of the pseudo-fragment approach results in a significantly
lower prefactor in terms of time. However, the associated memory requirements
increase slightly compared to the LS approach. In a standard LS calculation the SFs
are reordered and distributed among the MPI tasks in such a manner as to optimize
the load balancing. However, for the pseudo-fragment approach the SFs are kept in
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Fig. 4.6 Plot showing the time (left) and memory (right) scaling for the nanoribbon (top) and
graphene (bottom), for the cubic scaling, linear scaling and pseudo-fragment approaches. The cost
of the template calculation has been included in the total cost for the pseudo-fragment approach.
Calculations were performed on 20 nodes on Archer, using 6 MPI tasks and 4 OpenMP threads per
node. The memory is the peak memory usage of the root node, as reported by BigDFT

the same order as the input file, in order to simplify the association between a SF
and the fragment instance to which it belongs. This can result in a less optimal load
balancing, explaining the slightly higher memory costs.

In Table4.1 we give the various crossover points with respect to the cubic scaling
approach. That is, beyond the stated number of atoms it will be cheaper to use the
specified approach. The values were calculated using the fitted curves and therefore
also take into account the cost of the template calculation. However, we emphasize
that the crossover depends not just on the dimensionality and electronic structure
(i.e. band gap) of the material considered, but also the given simulation parameters.
This includes not just the SF localization radii, but also the convergence criteria, the
number of iterations of the SF and kernel convergence loops and so on. As such, the
values might change by up to a few hundred atoms if a different set of parameters

Table 4.1 Calculated crossover points for the employed parameters, i.e. number of atoms beyond
which the specified method is cheaper than the cubic scaling approach. Both time and memory
values are given for the linear scaling and pseudo-fragment methods for the two systems considered

Method Nanoribbon Graphene

Time Memory Time Memory

Linear scaling 329 136 1111 310

Pseudo-fragment 76 191 273 367
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were employed. However, since we have used the same parameters between systems,
we may nonetheless make some useful comparisons.

It is unsurprising that the crossover point for the nanoribbon is indeed lower
than that for graphene for both time and memory. In both cases, the LS approach
already uses less memory for a few hundred atoms. Furthermore, the computational
savings associated with the pseudo-fragment approach are large enough such that the
crossover in time also occurs at less than 300 atoms. In the case of the nanoribbon, the
approach is already the cheapest in terms of computer time for less than 100 atoms.
Therefore, given a system which contains a significant degree of repetition to permit
an appropriate pseudo-fragmentation, the pseudo-fragment approach is expected to
be the most efficient approach even for very small system sizes.

4.5.2 Defective Graphene

Having shown above that the pseudo-fragment approach enables accurate calcula-
tions of large supercells of pristine graphene at substantially reduced computational
cost, we now consider the example of defective graphene. Such a system represents
more of a challenge, since there is clearly a region close to the defect which requires
a different treatment to atoms far away, which might be treated in the same way as
pristine graphene. We have previously shown [18] for the example of a SiC nanotube
that it is possible to divide a material into bulk-like and defective regions, using the
onsite overlap and cost function indicators described above. In the followingwe show
how such an approach can be generalized to identify the “active” region around a
point defect wherein SFs must be adapted to the defect, and an “environment” region
where generic SFs from pristine graphene may be used.

If one were able to identify the extent of the active region, then SFs could be
generated in a defective supercell which is just large enough to contain the active
region, and then reused in a much larger defective supercell with additional bulk-like
SFs. Such a concept is illustrated in Fig. 4.7. Before employing such an approach, it
is necessary to determine how big the active region should be, in other terms how big
does the smaller defective supercell need to be in order to contain all non-bulk-like
SFs. In order to answer this question, we take the example of a Si substitutional defect
in graphene, and explore the electronic structure and behaviour of the indicators in
detail for a fixed supercell size. We take a supercell containing 336 atoms (depicted
on the right of Fig. 4.7), sincewe expect this to be large enough that the atoms furthest
from the defect are indeed bulk-like.

4.5.2.1 Computational Setup

Calculations employed awavelet grid spacing of 0.19Å,with four SFs perC atomand
eight per Si atom, all with localization radii of 4.2Å.We used the PBE functional [24]
and HGH PSPs [25]. For all calculations the direct minimization approach was used
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Fig. 4.7 Schematic illustrating the workflow of a pseudo-fragment calculation for graphene con-
taining a Si substitutional defect. The support functions are initially generated for a small defective
supercell, then replicated in a large defective supercell and used as a fixed basis. Atoms in the large
supercell which are outside the boundaries of the small supercell are considered to be bulk-like.
For such atoms, one may choose to use the support functions corresponding to the atom which is
furthest from the defect in the small supercell, or directly take optimized support functions from a
calculation of pristine graphene

to calculate the density kernel. Tight convergence criteria were applied, such that
the difference in total energy with respect to the cubic scaling approach was around
5 meV/atom. The atomic structure was relaxed using the cubic scaling approach,
so that the maximum force component was below 0.2 eV/Å. Since the aim is to
understand the extent of the active region associated with the defect, rather than a
precise calculation of the defect formation energy, a more strict force tolerance was
not deemed necessary.

A number of different approaches could be used to divide the system into pseudo-
fragments. We choose to treat each atom as a pseudo-fragment. The key question is
therefore whether or not a given pseudo-fragments can be considered to be bulk-like
(i.e. treated as if it is in pristine graphene), or whether it is sufficiently affected by
the presence of the defect to be considered part of the active region. In the latter case,
the pseudo-fragment must be associated with SFs which are explicitly optimized to
represent its local chemical environment. In order to explore this question, we label
each atom according to its distance from the Si atom, d f , for all atoms which are
within 15 Å from the defect. Although some atoms within the system are related
by symmetry and could therefore be considered to be different instances of the
same pseudo-fragment, we nonetheless consider each atom to be a unique pseudo-
fragment. This avoids the introduction of a small but nonetheless non-zero error
associated with needing to rotate the SFs between template and system positions.
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Fig. 4.8 Illustration of the
pseudo-fragment setup for
the 336 atom defective
graphene supercell. Atoms
depicted in grey are
considered to be bulk-like,
while the remainder of the
atoms are coloured according
to distance d f from the Si
substitutional defect, with
each atom considered to be a
unique pseudo-fragment

Fig. 4.9 Schematic showing
the two types of graphene
atoms which are used to
specify the atomic
pseudo-fragments within
their local environment: ‘A’
(medium grey) and ‘B’ (dark
grey). The distinction is
purely one of convenience

The remainder of the atoms are always considered to be bulk-like, as depicted in
Fig. 4.8. For convenience, the bulk-like C atoms are divided into two types (‘A’ and
‘B’) according to their orientation within the supercell, as illustrated in Fig. 4.9. Such
a definition allows one to avoid the need for rotating the SFs associated with atoms
in a different relative orientation.

In the first instance, we fully optimize the SFs for all atoms within the supercell.
We then perform a series of pseudo-fragment calculations using a fixed basis wherein
all atoms up to and including a given d f are treated with their correctly optimized
template SFs, while all atoms beyond d f are treated using generic bulk-like SFs.
For the latter case, the SFs are those corresponding to the atom (of type A or B as
appropriate) which is furthest from the defect. A number of values of d f are used so
as to consider a range of cases between two extreme scenarios:

1. d f = 0.0 Å: all C atoms are considered to be bulk-like, i.e. the active region
corresponds to the Si atom only.

2. d f = 15.0 Å: all C atoms up to 15.0 Å are considered to be part of the active
region and thus treated with SFs which are optimized for their appropriate local
chemical environment, with only relatively few atoms considered to be bulk-like.



72 L. E. Ratcliff and L. Genovese

For each value of d f , we calculate the total energy and the density of states. By
comparing with the results of the template calculation (i.e. fully optimized SFs for
all atoms), we are able to quantitatively assess the effect of varying the size of the
active region, while putting such results in context with the values of the onsite
overlap matrix and the cost function J .

4.5.2.2 Assessing the Active Region

The key quantity of interest for the pseudo-fragment calculations is the total energy.
We expect that the larger the active region (i.e. the larger the value of d f ) the smaller
the induced error in the total energy. As can be seen from the upper panel of Fig. 4.10,
this is indeed the case. Furthermore, apart from a small increase in energy around
d f = 4.5Å, the error in energy otherwise decreasesmonotonically as d f is increased.
While the error for d f = 0 Å is more than 100 meV/atom, the inclusion of just a
few nearest neighbours in the active region is sufficient to reduce the error to around
20 meV/atom. Depending on the accuracy requirements of a given simulation, one
might choose the size of the active region accordingly. For example, an active region
of radius of around 6 Å would already give an error of less than 10 meV/atom, while
in cases where very precise energies are required, a radius of 15 Å gives a negligible
error, i.e. less than 1 meV/atom.

Although we choose to focus primarily on the total energy, it is interesting to
also consider the convergence of other quantities with respect to the size of the active
region. In the first instance, we consider theDoS,which is shown for selected pseudo-
fragment setups compared to the full LS result in Fig. 4.11. In order to examine the
differences more closely, we apply only a small level of Gaussian smearing. As can
be seen, the DoS converges very quickly with increasing active region. Indeed, even
for d f = 0 Å, the result is already relatively good, aside from a small additional
peak appearing below the HOMO. For d f = 3 Å the DoS is already virtually indis-
tinguishable from the full LS reference. If one is primarily interested in the DoS and
does not need a very precise calculation of the total energy, it would therefore be
possible to use a rather small active region.

We also consider the convergence of the electronic density. Figure4.12 shows
the absolute error in density relative to the LS approach for select pseudo-fragment
approaches, averaged over the y-axis. For reference, the electronic density from the
LS calculation averaged over the same axis is also shown. For d f = 0 Å there is a
large error in the electronic density around the defect, as might be expected given
the unsuitability of bulk-like SFs for the region close to the defect. With increasing
d f the average error in this region quickly decreases, so that by d f = 9 Å there is no
particular error in the region close to the defect, but rather only a small error which
is distributed across the system.

Although it is interesting to be able to relate the induced error in energy to the
size of the active region, it would be more useful in practice if such an error could be
predicted ahead of time. That is, if one could already determine how big the active
region needs to be without performing a series of calculations. Such an approach
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Fig. 4.10 Plots showing various quantities for defective graphene for the different pseudo-fragment
calculations described in the text. These include error in total energy with respect to a full linear
scaling calculation, where select pseudo-fragment setups are illustrated (top); cost function, J ,
versus distance from the defect (middle left) and correlation between J and error in energy (middle
right); 1 − Sonsite versus distance from the defect (bottom left) and correlation between 1 − Sonsite

and error in energy (bottom right). The points are coloured according to d f , as depicted in Fig. 4.8
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Fig. 4.11 Density of states for defective graphene for different pseudo-fragment setups for which
all atoms up to some distance d f employ correctly optimized support functions, while beyond d f
bulk-like support functions are used. The results are compared to the full linear scaling reference.
Gaussian smearing of 0.05 eV has been applied and the curves have been shifted so that the HOMO
is at zero

would avoid the need for manually converging the size of the active region for
each system, and could potentially be highly useful for the setup of QM/QM or
QM/MM calculations wherein an active region treated at a higher level of theory
is embedded in an environment treated at a lower level of theory. To this end, both
the cost function and onsite overlap matrix introduced above could provide useful
indicators for predicting the minimum size required for the active region in order to
achieve a given accuracy.

4.5.2.3 Cost Function

We first consider the cost function, J . Such a parameter can be used as a measure
of the deviation in the local atomic environment compared to the equivalent pristine
material, i.e. the effect of geometrical distortions. Close to the Si atom, the graphene
is strongly distorted, so that the material is no longer planar. On the other hand, far
from the defect the C atoms are relatively unaffected by the presence of the defect,
so that the local geometry is very similar to pristine graphene. We expect to see such
behaviour reflected in the value of J .

In order to verify that this is the case, we take the d f = 0 Å setup and calculate
the value of J for each atom. We recall that in such a setup, the template pseudo-
fragment is the most bulk-like C atom from an equivalent atom, i.e. coming from the
atom of type A or B which is furthest from the defect. The value of J is therefore
a measure of the deviation between the local atomic structure of a given atom and
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Fig. 4.12 Plot depicting the average electronic density across the y axis, ρ, for the full linear scaling
approach, and the absolute error in electronic density relative to the full linear scaling approach
averaged across the y axis, �ρ, for different pseudo-fragment setups for defective graphene

that of a bulk-like atom. In order to calculate such a quantity correctly, we include
the three neighbouring C atoms for both the template and system pseudo-fragment
when calculating J for a given pseudo-fragment.

In Fig. 4.10 we plot the value of J for each atom. Since the error in a given
pseudo-fragment calculation will be dominated by the atoms just outside the active
region, the value of J at a given distance is that coming from the atoms which are at a
distance just beyond d f . For example, the value of J which is plotted at 0.0 Å is that
associated with the three C atoms which are bonded to the Si atom. The values are
coloured according to distance, while the average value at a given distance is shown
in black. As expected, J is very high in the immediate vicinity of the defect, and
decreases non-monotonically with distance up to around 10 Å, beyond which point
it plateaus at around 10−5 Å−2, indicating that the local atomic geometry is hardly
affected by the presence of the defect at such distances.
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It is reasonable to assume that SFs optimized for a planar structure are not suitable
for C atoms in a distorted, non-planar structure, so that atoms corresponding to a high
value of J should be included in the active region with appropriately optimized SFs.
One can therefore anticipate that a high value of J will correspond to a high error
in total energy. InFig. 4.10we therefore plot the correlation between the average value
of J , as described above, and the error in energy with respect to a LS calculation,
�E . There is indeed a strong correlation between J and�E , as indicated by the line
of best fit. This shows that J is indeed a good predictor of the accuracy of a given
setup, as we have also shown previously for a one-dimensional system [18].

Although a precise quantitative prediction might require extensive testing across
a range of systems to determine whether or not the relationship between J and �E
varies significantly between systems (given appropriate normalization), one might
nonetheless assume that if J � 10−3 Å−2, then a given pseudo-fragment should be
included in the active region. Such a measure is particularly appealing since it relies
only on information concerning the atomic structure of a system, i.e. no electronic
structure calculations are necessary in order to calculate the value of J . Therefore, it
is highly useful even if only used as a qualitative indicator concerning the minimum
size of the active region.

Finally, we note that for high values of d f , the correlation between J and �E is
less strong, since J has saturated while the energy nonetheless continues to decrease.
In such a situation, a measure of the local atomic structure is insufficient, and one
must further consider also the effect of the defect on the local electronic structure.
This may be achieved using the onsite overlap matrix.

4.5.2.4 Onsite Overlap Matrix

Following the above considerations, we consider also the onsite overlap matrix,
Sonsite, which was calculated for the fully optimized SFs. Since we are interested
in comparing with bulk-like SFs, we consider the value of Sonsite between each SF
and that coming from the same type of atom which is most bulk-like, i.e. the atoms
should both be A or both be B. The results are shown in Fig. 4.10, where it can be
seen that the SFs generally become more bulk-like as the atoms with which they are
associated are further from the defect, as expected. There is a region around 10 Å
where the values stop decreasing, before again decreasing and then saturating again
around 15 Å.

As with J , there is a strong correlation between 1 − Sonsite and�E . Unlike J , the
trend continues up to d f = 15 Å, with also a stronger overall correlation. In other
terms, the variation in SFs versus distance from defect represents the best indicator of
the accuracy of a calculation with a given size of active region. This is not surprising,
since such an indicator reflects at the same time both variations in local atomic and
electronic structure. Although such a quantity requires a full LS-DFT calculation,
unlike the calculation of J which may be extracted based purely on geometrical
information, the onsite overlap could nonetheless be highly useful in confirming
whether or not a given pseudo-fragment setup represents a sufficiently large active
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region for a given required accuracy. Furthermore, it could be particularly applicable
for future developments combining different levels of approximation, where the SFs
are optimized on-the-fly for a given active region, with the remainder of the system
treated at a lower level of theory.

4.6 Perspective and Conclusions

Thanks to developments in linear scaling approaches to DFT, the scope of first prin-
ciples calculations has extended to system sizes and materials which were until
recently beyond the capabilities of DFT. Furthermore, such approaches bridge the
gap between the lengthscales accessible to cubic scaling DFT (of the order of hun-
dreds of atoms) and those which are treated using classical approaches (more than
ten thousand atoms). As a result, LS-DFT may be used to test and validate classi-
cal approaches, by simulating the system they are designed to treat at a lengthscale
which is close to the targeted lengthscale.Onemay also validateQM/QMorQM/MM
models in a similar manner.

In such a context, the ability to choose between methods which are suited to
different lengthscales while retaining the same underlying formalism (i.e. basis set)
would be invaluable. In other terms, if different approaches can be implemented
using a single unifying basis set (and within the same code), then one can compare
different methods by adding only one approximation at a time. We have shown
how Daubechies wavelets represent a basis set which is ideally suited to such an
approach. Since they are a systematic basis set, arbitrary numerical precision may
be achieved, while they may also be exploited to directly treat both molecular and
extended systems. In the above we have described the setup of cubic scaling, linear
scaling and fragment approaches within a wavelet basis set.

Thanks to the implementation within a single framework, we may easily test and
compare different approaches. Furthermore, one may even directly transfer results
between methods, for example by using the output of a linear scaling calculation as
an input guess for a cubic scaling calculation. Such a framework thus also provides
an ideal playground for testing new methods and approximations.

In the above, we have demonstrated the practical usage of such concepts through
the case study of graphene. We have shown how the dimensionality of the system
affects computational cost, where for pristine periodic systems the use of a pseudo-
fragment approach is computationally advantageous even for a few hundred atoms.
We have also demonstrated the applicability of the different methods to defective
graphene. In particular, we have shown how different indicators may be used to pre-
dict and quantify the division of a system into active and environment regions. Such
indicators could be further exploited in future for the setup of multiscale approaches,
avoiding the need for manually converging the size of the active region which is
treated using a higher level of theory.
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Chapter 5
Self-consistent Hybrid Functionals:
What We’ve Learned So Far

Daniel Fritsch

Abstract These are exciting times for computational materials science. We are wit-
nessing a wide-spread availability of high-performance computing facilities, a huge
increase in accessible computational resources, and an accompanying development
of new exchange-correlation functionals within density functional theory. All this
contributes to the establishment of density functional theory as an indispensable
tool for materials science investigations in general. Here, we want to highlight some
examples utilising a recently developed self-consistent hybrid functional, proposed
by Shimazaki and Asai (J Chem Phys 130:164702, 2009 [3]) and Skone et al. (Phys
Rev B 89:195112, 2014 [4]), allowing for the calculation of accurate material prop-
erties using a fully ab initio procedure. The obtained structural and electronic prop-
erties of a range of oxide semiconductors will be critically discussed with respect to
experimental results, and pave the way towards open questions in the field.

5.1 Introduction

Density functional theory (DFT), introduced by Hohenberg and Kohn [1] and Kohn
and Sham [2], provides us with an indispensable tool to perform predictive mate-
rials science investigations into the structural, electronic, and optical properties of
a wide range of materials. However, every theoretical result has to be compared to
experimental data, and the wisdom accumulated over the last decades show that the
agreement of theory and experiment strongly depends on the underlying approxi-
mation of the unknown exchange-correlation functional utilised in the calculations.
On more formal grounds we can write down the generalised Kohn-Sham (GKS)
potential vGKS(r, r′) as

vGKS(r, r′) = vH(r) + vxc(r, r′) + vext(r) . (5.1)
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It is expressed as the sum of the Hartree vH(r), the exchange-correlation vxc(r, r′),
and the external vext(r) potential, respectively, where vH(r) and vext(r) are in principle
known, and only vxc(r, r′) requires a more or less sophisticated approximation.

Among others, the particular choice of an exchange-correlation functional may be
influenced by the size of the unit cell and their respective number of atoms, the mate-
rial properties we’re interested in, and the available computational resources. With
the advent and general availability of local, regional, and national high-performance
computing facilities, recent years witnessed a surge in the application of computa-
tionally more demanding so-called hybrid functionals, where a particular fraction α

of the underlying semilocal exchange potential is replaced by a Hartree-Fock exact-
exchange term

vxc(r, r′) = αvexx (r, r′) + (1 − α)vx (r, r′) + vc(r) . (5.2)

Applying these hybrid functionals to semiconductingmaterials in particular, it has
soon been noticed, that there exists a correlation between the amount α of Hartree-
Fock exact-exchange and the particular band gap of a material. Based on more theo-
retical grounds, i.e. the screening behaviour of the Coulomb interaction, the fraction
α of Hartree-Fock exact-exchange can be identified as approximately the inverse of
the static dielectric constant ε∞ of a material

α ≈ 1

ε∞
. (5.3)

In particular (5.3) laid the foundation for the development and utilisation of so-
called dielectric-dependent hybrid functionals. There are several possible ways to
utilise (5.3). The simplest one relies on experimental input, either in the form of
an experimentally determined static dielectric constant to be used with (5.3), or
by adjusting α directly to reproduce experimentally known band gaps. Somewhat
more sophisticated investigations perform a one-off calculation of the static dielectric
constant based on a previously relaxed ground state geometry. The most involved
way, however, is the one introduced by Shimazaki and Asai [3] and Skone et al. [4],
where the amount α of Hartree-Fock exact-exchange is self-consistently determined
via a second loop inside the structural geometry optimisation procedure. In this way,
no experimental input is required, and the true ab initio character of the calculations
is restored. The whole class of dielectric-dependent hybrid functionals have been
applied to a large range of materials. For a broader overview we refer to [5–12].

5.2 Computational Methods

The calculations of the present work have been performed utilising the Vienna ab
initio simulation package (VASP) [13–15] together with the projector-augmented
wave (PAW) method [16]. We used the PAW potentials supplied with the VASP
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package that contributed 6, 10, 14, 12, and 14 valence electrons for the O (2s2 2p4),
Ti (3p6 4s2 3d2), Fe (3p6 4s2 3d6), Zn (3d10 4s2), and Sn (5s2 4d10 5p2) atoms,
respectively.

While the focus of the present work is on the application of the self-consistent
hybrid functional scPBE0, in a first step calculations based on the PBE0 functional
[17] have been performed as well. Cited results from previous investigations also
utilised generalised gradient approximation (GGA) functionals in the parametrisa-
tions of Perdew et al. [18] and the one revised for solids [19], as well as the hybrid
functional HSE06 [20, 21].

Structural relaxations were performed for the various unit cells, with the follow-
ing numerical parameters in terms of k-point grid, cut-off energy, and convergence
criteria for energy and forces on the atoms: ZnO (8 × 8 × 6, 500 eV, 10−5 eV, 10−3

eV Å−1), SnO2 and TiO2 (6 × 6 × 8, 500 eV, 10−5 eV, 10−3 eV Å−1), ZnFe2O4

(6 × 6 × 6, 500 eV, 10−5 eV, 10−3 eV Å−1), amorphous Sn-Ti oxides (�-only, 400
eV, 10−4 eV, 5×10−3 eVÅ−1), respectively. For all structural parameters this ensured
well-converged results.

5.3 Application 1: Semiconducting Oxides

As a first application we look at the performance of the self-consistent hybrid func-
tional for the structural and electronic properties of bulk semiconducting oxides,
namely wurtzite ZnO, and rutile SnO2 and TiO2 [10, 32].

ZnOnaturally crystallises in the hexagonalwurtzite structure (P63mc, space group
186). The calculated structural parameters at different levels of theory are summarised
in the upper part of Table5.1. For better visualisation Fig. 5.1 shows the calculated
unit cell volumes at different levels of theory in comparison to the experimental
unit cell volume. As expected, for plain PBE calculations the calculated unit cell
volume is largely overestimated by ≈4%. This improves already for standard PBE0
calculations, and best agreement with respect to the experimental unit cell volume
is observed for the scPBE0 calculations (Fig. 5.1).

The directKohn-Shamenergy band gap ofwurtzite ZnO at PBE level (0.715 eV) is
largely underestimated with respect to the experimental band gap of 3.4449 eV [25],
thereby showing the well-known “band-gap” problem of plain GGA approaches
in DFT calculations. This improves slightly when switching to the PBE0 hybrid
functional approach (3.132 eV) and the best agreement with respect to experiment
is observed for the scPBE0 calculations (3.425 eV).

SnO2 and TiO2 crystallise naturally in the tetragonal rutile structure (P42/mnm,
space group 136). Their respective calculated structural parameters at different levels
of theory are given in themiddle and lower parts of Table5.1. As can be seen from the
middle parts of Fig. 5.1, SnO2 follows the same trend as wurtzite ZnO, namely a large
overestimation of the plain PBE unit cell volumewith respect to the experimental one
and better agreement for the plain PBE0 calculations. Again, the best agreement with
experiment is observed for the scPBE0ground state volume.However,while the plain
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Table 5.1 Ground state structural parameters for wurtzite ZnO, and rutile SnO2 and TiO2,
obtained with different approximations for the exchange-correlation potential in comparison to
low-temperature experimental data

ZnO PBE PBE0 scPBE0 Exp.

a (Å) 3.289 3.258 3.255 3.248 [22]

c (Å) 5.308 5.236 5.230 5.204 [22]

u 0.381 0.381 0.381 0.382 [23]

ε∞ 5.01 3.64 3.58 3.72 [24]

α − 0.25 0.28 0.27 [24]

Egap (eV) 0.715 3.132 3.425 3.4449 [25]

SnO2 PBE PBE0 scPBE0 Exp.

a (Å) 4.834 4.757 4.752 4.737 [26]

c (Å) 3.244 3.193 3.190 3.186 [26]

u 0.307 0.306 0.306 0.307 [26]

ε∞ 4.71 3.76 3.72 3.92 [27]

α − 0.25 0.27 0.26 [27]

Egap (eV) 0.609 3.590 3.827 3.596 [28]

TiO2 PBE PBE0 scPBE0 Exp.

a (Å) 4.649 4.585 4.607 4.587 [29]

c (Å) 2.968 2.948 2.955 2.954 [29]

u 0.305 0.305 0.305 0.305 [29]

ε∞ 7.90 5.86 6.39 7.33 [30]

α − 0.25 0.16 0.14 [30]

Egap (eV) 1.818 4.152 3.244 3.03 [31]
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Fig. 5.1 Left: Ground state unit cell volumes V with respect to the experimental volumes Vexp.
Right: Kohn-Sham energy gaps EKS with respect to the experimental energy gaps Eexp. Shown are
the results for different levels of theory, namely PBE (dotted), PBE0 (lined), and scPBE0 (squared).
Experimental data corresponds to the dashed horizontal lines
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Fig. 5.2 Electronic band structures of wurtzite ZnO (left panel), rutile SnO2 (middle panel), and
rutile TiO2 (right panel), calculated with the scPBE0 functional. Energies are in electron volt (eV)
with the valence band maximum set to zero

PBE ground state volume yields worst agreement with experiment for rutile TiO2,
plain PBE0 gives a slighty smaller ground state volume compared to experiment.
The scPBE0 calculations are overestimated with respect to the experimental ground
state volume and are slightly worse compared to the plain PBE0 results (Fig. 5.1).

The direct Kohn-Sham energy band gaps of the plain PBE calculations are again
strongly underestimated compared to the experimental results. For the hybrid func-
tional calculations, we observe an opposite trend compared to the ground state struc-
tural properties. For rutile SnO2 the plain PBE0 calculations yield the best agreement
compared to the experimental band gap, while the scPBE0 is slightly worse. How-
ever, for rutile TiO2, where plain PBE0 calculations yielded best agreement in terms
of structural properties, the Kohn-Sham energy band gap is strongly overestimated.
The slightly worse results in the scPBE0 structural properties has to be counterbal-
anced by the best agreement of the Kohn-Sham energy band gap compared to the
experimental value.

Based on the relaxed ground state structural and electronic properties (Fig. 5.2)
it is in principle possible to calculate the optical properties as well, i.e. the real and
imaginary parts of the dielectric function, which subsequently would give access
to experimentally measurable quantities such as the absorption coefficient or
reflectivity [10, 32].

5.4 Application 2: Ferro(i)magnetic Oxides

As a second application we look at the performance of the self-consistent hybrid
functional for bulk ferro(i)magnetic oxides in the spinel structure. In particular, spinel
ferrites show a plethora of interactions due to their unique interplay of structural,
electronic, and magnetic properties, e.g. CoFe2O4 and NiFe2O4 have shown huge
potential as building blocks of artificial multiferroic [33, 34] or spintronics devices
[35]. However, here we’re concerned with ZnFe2O4 [36] whose magnetic ground
state is still under dispute.
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While a previous investigation of ZnFe2O4 was more concerned with the influ-
ence of the inversion degree between the two cationic sublattices on the structural,
electronic, and optical properties [36], it also showed that for calculations using the
hybrid PBE0 functional the ferromagnetic ground state in the normal spinel phase is
favoured over the anti-ferromagnetic one, contrary to experimental findings. Apply-
ing the scPBE0 functional separately to the ferromagnetic and anti-ferromagnetic
spin arrangements of normal ZnFe2O4 confirms this result, i.e. the ferromagnetic spin
arrangement in the normal spinel phase is the ground state in both cases. The lattice
constant calculated with the scPBE0 functional of a = 8.427 Å is slighty reduced
compared to the PBE0 calculations (a = 8.452 Å). Figure5.3 shows the resulting
total and projected density of states (DOS) of ZnFe2O4 (left panel), whereas in the
right panels the electronic band structure of the majority- and minority-spin states
is shown. The scPBE0 DOS is nearly indistinguishable from the PBE0 calculations
[36], and the electronic band gap is again between the majority-spin valence band
and the minority-spin conduction band. However, due to the increased fraction α of
Hartree-Fock exact-exchange, the band gap increases from 3.13 eV (PBE0) to 4.28
eV (scPBE0).

The ferromagnetic spin-arrangement in the normal spinel phase of ZnFe2O4 has
recently been confirmed by Ulpe et al. [37] who applied the scPBE0 functional
to a range of ternary transition metal oxides. These investigations show that the
scPBE0 functional can not only be applied to investigate the structural and electronic
properties of semiconductors, but is capable to go beyond and yield information on
magnetic properties as well.
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Fig. 5.3 Left panel: Total and projected density of states per formula unit for ZnFe2O4. The
octahedral Oh (tetrahedral Td ) states of Fe (Zn) are shown as solid (dashed) lines, and the shaded
grey area depicts the total density of states. Minority spin projections are shown using negative
values. Right panels: Electronic band structure for ZnFe2O4, where the majority-spin (minority-
spin) bands are shown in the left (right) panel. The zero energy is set to the valence band maximum
in all panels
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5.5 Application 3: Amorphous Oxides

As a third application we look at the performance of the self-consistent hybrid
functional for the electronic and optical properties of transparent amorphous semi-
conducting oxides which got into focus for applications ranging from displays to
solar cells [38]. Here, we’re concerned with the particular example of amorphous
(SnO2)1−x (TiO2)x (0≤ x ≤ 1) oxides (Sn-Ti oxides) [32], which have been the focus
of a previous investigation. Since a full ab initio molecular dynamics generation of
amorphous structuremodels based on the scPBE0 hybrid functional is out of scope of
even nowadays computational resources we rely on the previously generated amor-
phous structure models for the whole range of (SnO2)1−x (TiO2)x (0 ≤ x ≤ 1) based
on the PBEsol functional [19] and applying a permutation operation. Reference [32]
shows in detail that this combined approach yields reliable amorphous structure
models which can then be utilised to analyse different structure models for a given
composition x of (SnO2)1−x (TiO2)x and moreover, the subsequent influence of dif-
ferent structure models on the optical properties (dielectric functions, optical gaps)
can be scrutinised.While the previous investigation showed that plain PBEsol optical
gaps are severely underestimated with respect to the experimental values [32], even
hybrid functional calculations based on the HSE06 functional [20, 21] showed still
some discrepancies.

Here, we follow a slightly different approach. In general, amorphous materials are
unique in the sense that on the one hand they lack the long-range order of crystalline
materials, but on the other hand a short range order is still present. This can be
seen from analysing the radial distribution functions, which measure the statistical
distribution of pairwise atomic distances [32]. Since the local atomic arrangement
between crystalline phases and the generated amorphous structure models for SnO2

and TiO2 are quite similar, here we transfer the previously determined fractions α

of Hartree-Fock exact-exchange to the respective amorphous phases, and interpolate
linearly for the intermediate concentrations x of (SnO2)1−x (TiO2)x .

Figure5.4 summarises the results. While the upper panels show the calculated
real and imaginary dielectric functions utilising the scPBE0 hybrid functional (solid
lines), compared to the previously reported results from PBEsol calculations (dashed
lines) [32], the lower panels show the absorption coefficients suitably scaled for a
subsequent Tauc-plot analysis to extract the optical band gaps. Similarly to our earlier
investigation, different amorphous structure models in the intermediate range yield
optical band gapswith an errormargin of 0.1 eV.Moreover, the extracted optical band
gaps of amorphous SnO2 (4.2 eV) and TiO2 (3.4 eV) are in favourable agreement
with the respective experimental values of around 4.0 eV [38] and 3.2–3.5 eV [39].
Moreover, we significantly improve over the previously reported values of 2.9 eV
(SnO2) and 3.8 eV (TiO2) determined using the hybrid HSE06 functional [32].
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Fig. 5.4 Upper panels: Real (light) and imaginary (dark) parts of the dielectric functions for one
particular amorphous structuremodel for (SnO2)1−x (TiO2)x (0≤ x ≤ 1) calculatedwith thePBEsol
(dashed lines) and the scPBE0 hybrid functional (solid lines), respectively. Lower panels: Tauc plots
(
√

αhν vs. energy) based on the scPBE0 calculated absorption coefficients for various amorphous
structure models showing the optical gaps

5.6 Summary and Outlook

In summary, we presented an up-to-date compilation on what we’ve learned so far
about the application and performance of a new self-consistent hybrid functional,
recently introduced by Shimazaki and Asai [3] and Skone et al. [4]. Applications
included technologically important oxide semiconductors, and lesser known exam-
ples such as magnetic and amorphous oxides. In all cases, the knowledge gain in
terms of structural, electronic, magnetic, and optical properties, outweighs the addi-
tional computational effort put into this method. Future research directions will focus
on the detailed calculation of the static dielectric constant of the materials, the deep
underlying connection to many-body perturbation theory, and possibly the further
improvement of exchange-correlation functionals to be applied in computational
materials science.
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Chapter 6
Simulation of the Phonon Drag of Point
Defects in a Harmonic Crystal

I. L. Bataronov, V. A. Yuryev, E. V. Levchenko, M. V. Yuryeva
and N. A. Yuyukin

Abstract In the framework of quantum physical kinetics methods, an expression is
formulated for the force acting on a point defect from the side of the nonequilibrium
phonon subsystem under the conditions of phonon heat transfer. Based on the
solution of the problem of phonon scattering by a mass defect of a harmonic crystal,
the expression for the transition t-matrix is written in the framework of the Lifshitz
method in the continuum approximation. Using the representation of the t-matrix in
terms of the Green’s function of an ideal crystal, expressions for the partial coef-
ficients of phonon drag in a cubic crystal are obtained. Based on the pole repre-
sentation of the Green’s function, an expression is obtained for the partial
coefficients in terms of the phonon dispersion law in the crystal. To execute a
computational experiment, the Born–Karman phonon spectrum model was used,
modified taking into account the conditions for the phonon spectrum at the
boundary of the Brillouin cubic zone and the presence of sections of the “negative”
dispersion. The size of these sections is characterized by the parameter e. A method
is proposed for calculating surface integrals over isofrequency surfaces based on the
Samarsky method. For various values of the parameter, the integrals are calculated
and the partial drag coefficients are calculated. An analysis of the drag coefficient of
point defects by the flow of thermal phonons showed that, with the parameter
values e[ 0:27, the drag force is directed against the heat flux. The asymmetry of
the drag coefficient with respect to the sign of the defect power due to the effect of
resonant phonon scattering is established.
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6.1 Introduction

When considering the influence of the temperature field on the distribution and
motion of defects in the crystal structure (coherent twin boundaries, dislocations,
point defects), usually only the effect of thermoelastic stresses and thermodynamic
driving forces [1–4] is taken into account. Along with this, one should take into
account the nonequilibrium character of the phonon distribution in the presence of a
temperature gradient. Under the conditions of the phonon heat flux, the effect of
“drag” of defects takes place, first indicated for impurity atoms in liquid metals by
Fiks [5] and considered in simplified model approaches [6, 7]. This effect is similar
to the well-known “phonon wind” effect in the dynamic dragging of moving dis-
locations [8]. The action of the thermal phonon flux can lead to a qualitative change
in the pattern of redistribution of point defects in a nonuniformly heated crystal [9].
Therefore, it is necessary to develop more accurate methods for calculating the
force of phonon drag. This force consists of several effects. One of them is the
scattering of phonons on the deformation potential of a defect [8]. This effect is
associated with the anharmonic properties of a real crystal. In order to avoid taking
it into account, in this paper we consider a harmonic crystal.

For processes related to scattering by point defects, it may turn out to be a
significant deviation of the phonon dispersion law from linear for large values of the
wave number. Quantitative accounting of the phonon dispersion law at present can
only be performed on the basis of a complex numerical calculation of [10],
therefore, it is of interest to develop an approach that uses model forms of the
dispersion law. One of such models is the Born–Karman model [11]. However, in
such a model, the density of phonon states becomes infinite on a Debye sphere
which is modeling the boundary of the Brillouin zone. Therefore, in the present
work, the model was modified by passing to the cubic Brillouin zone, which
allowed us to exclude the indicated nonphysical feature.

6.2 The Heat Drag Force of a Point Defect

We will proceed from the general expression for the force acting on a point defect
from the side of the nonequilibrium phonon subsystem of the crystal in the har-
monic approximation [12]

~F ¼ �h

2 2pð Þ3
X
a0

X
a

ZZ
d3kd3k0 ~k0 �~k

� �
dNa0 ~k0

� �
� dNa

~k
� �h i

Wa0a ~k0;~k
� �

: ð6:1Þ

Here Wa0að~k0;~kÞd3k0, is the probability of a phonon to transfer per unit time from
a state characterized by a wave vector~k and polarization a to an element d3k0 in the
neighbourhood of the state ða0;~k0Þ as a result of scattering by a defect to which a
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momentum is transmitted in a single scattering event �hð~k �~k0Þ, dNað~k;~rÞ is a
nonequilibrium addition to the locally equilibrium distribution function of phonons
N0ðxað~kÞÞ, depending on their frequency xað~kÞ.

We use this result to calculate the force ~F in the presence of a temperature
gradient. An analysis of the thermal conductivity of solids shows [13–15] that
results consistent with experiment can be obtained in the approximation of a
frequency-dependent relaxation time sðxaÞ, within which the solution of the lin-
earized Boltzmann equation for a nonequilibrium addition to the phonon distribu-
tion function has the form

dN ¼ s xað Þxa

T
@N0a

@xa
~u að ÞrT: ð6:2Þ

Here ~uðaÞ is the group velocity of the phonon with polarization a.
Using formula (6.2), we rewrite expression (6.1) in the form
where

Fi ¼ rjT
T

Z
dx

@N0

@x
sðxÞb0ijðxÞc2s ; ð6:3Þ

b0ij xð Þ ¼ �h

2�h 2pð Þ5c2s
X
a0;a

ZZ
d3kd3k0 ~k0i �~ki

� �
u a0ð Þ
j � u a0ð Þ

j

� �

� d x� xa
~k
� �� �

d x� xa0 ~k0
� �� �

ta0a ~k0;~k
� ���� ���2;

ð6:4Þ

cs is the average phonon velocity in the crystal, and the transition probability
Wa0að~k;~k0Þ is expressed through the transition matrix [16].

In expression (6.4), we can go from integration over d3k to integration over
frequency x and over the isofrequency surface S. Then the integrals over x with d-
functions are calculated directly. As a result, we get

b0ij ¼
x

2�h 2pð Þ5c2s
X
a0

X
a

ZZ
dSdS0

u að Þu a0ð Þ k0i � ki
� �

u a0ð Þ
j � u að Þ

j

� �
ta0a ~k0;~k

� ���� ���2: ð6:5Þ

In the last formula, integration is carried out over isofrequency surfaces xað~kÞ ¼
x and xa0 ð~k0Þ ¼ x in ~k space.

According to the theory of thermal conductivity [14], the thermal diffusivity can
be represented as

v ¼ 1
3
c2s�sT ;

where �sT there is a temperature-dependent average relaxation time. Then formula
(6.3) can be written in a convenient form
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~F ¼ �3vB̂0 rT
T

; ð6:7Þ

Here, B̂0 the phonon drag coefficient tensor is determined by the formula

B0
ij ¼ �

Zxm

0

dx
@N0

@x
sðxÞ
�sT

b0ijðxÞ; ð6:8Þ

where xm is the maximum phonon frequency.

6.3 The Problem of Phonon Scattering on a Defect
with a Different Mass

To determine the tensor b′, it is necessary to find the transition matrix. The problem
of phonon scattering on a point defect with a local perturbation of the mass and
force constants was solved in general by Lifshitz [17] and was considered in [18–
20] for various models of defects. However, the practical use of the results obtained
to calculate the drag force actually requires the use of complex numerical calcu-
lations [20] and uses model ideas about atomic interaction in a crystal. Therefore, to
obtain an analytical result, we use the continuum approximation to solve the
scattering problem using the Lifshitz method.

To avoid insignificant complications of the problem, we consider a simple cubic
lattice with one atom per cell. For simplicity, we assume that a defect differs from
crystal atoms only in mass. The difference in elastic constants can also be taken into
account [12], but the magnitude of this difference is difficult to determine for a real
crystal. We place at the point~r ¼ 0 a point defect whose mass M differs from the
atoms m of the matrix by Dm (Dm ¼ M � m for the substitution defect and Dm ¼
M for the interstitial defect).

Based on the general solution of the scattering problem for the transition matrix
[12], for the model under consideration we obtain the expression

ta0a ~k0;~k
� ���� ���2¼ ~Gij xð Þ ~G�

kl xð Þ u a0ð Þ
i

~k0
� �h i�

u a0ð Þ
k

~k0
� �

u að Þ
j

~k
� �

u að Þ
l

~k
� �h i�

: ð6:9Þ

where the notation is used

uðaÞ
i

~k
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�h

2qxað~kÞ

s
eðaÞi

~k
� �

; MðxÞ ¼ Dmx2: ð6:10Þ
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The tensor in G�1ðxÞ (6.5) is expressed in terms of the inverse tensor

~G�1
ij xð Þ ¼ gij xð Þ � 1

M xð Þ dij; ð6:11Þ

where is the function used

gij xð Þ ¼ 2
�h

X
a

Z uðaÞ
i

~k
� �

uðaÞ
j

~k
� �h i�

xa

ðxþ ioÞ2 � x2
a

d3k

ð2pÞ2 : ð6:12Þ

We express it through the Green function Gijð~k;xÞ of an ideal crystal. We use
the representation [21] for this function

Gijð~k;xÞ ¼
X
a

eðaÞi ð~kÞ eðaÞj ð~kÞ
h i�

q x2
a � ðxþ ioÞ2

h i: ð6:13Þ

Then, according to (6.12), taking into account notation (6.10), we have

gij xð Þ ¼
Z

d3k

ð2pÞ3
X
a

1
q

eðaÞi eðaÞj

h i�
x2

a � ðxþ ioÞ2 ¼
Z

d3k

ð2pÞ3Gij: ð6:14Þ

As a result, formulas (6.9), (6.11–6.14) fully express the transition matrix
through the Fourier transform of the Green’s function (6.13) of an ideal crystal and
thereby solve the problem.

6.4 Partial Phonon Drag Coefficients

We use the obtained results to record the drag entrainment coefficient. Preliminarily
transform expression (6.5), opening the brackets in it

ðk0i � kiÞðu0j � ujÞ ¼ k0iu
0
j þ kiuj � kiu

0
j � k0iuj

and presenting it as the sum of four integrals. Note that the integrands in the last two
integrals are odd in the variables ki, k0i , and the corresponding integrals taken in
symmetric limits are equal to zero. The first integral reduces to the second. As a
result, we obtain the formula

6 Simulation of the Phonon Drag of Point Defects in a Harmonic … 93



b0ij ¼
x

�h 2pð Þ5c2s
X
a;a0

Z
d3kd3k0d x� xa~k

� �
d x� xa0~k0
� �

kiu
að Þ
j ta0a ~k0;~k

� ���� ���2: ð6:15Þ

Next, we use the Sokhotsky theorem

Im
2xa

x2
a � xþ i0ð Þ2 ¼ pd x� xað Þ; x[ 0; ð6:16Þ

Given the formula (6.16) in the expression (6.12), we obtain the equality

X
a0

Z
d3k0

2pð Þ3 u a0ð Þ
i

~k0
� �h i�

u a0ð Þ
j

~k0
� �

d x� xa0~k0
� � ¼ �h

p
Imgij xð Þ: ð6:17Þ

As a result, taking into account (6.9) and (6.17), expression (6.15) takes the form

b0ij ¼
x

4p3c2s
Gkm xð ÞG�

ln xð ÞImgkl xð Þ

�
X
a

Z
d3k kiu

að Þ
j d x� xað Þu að Þ

m
~k
� �

u að Þ
n

~k
� �h i�

:
ð6:18Þ

We will take into account further that in a cubic crystal the tensor gij is spherical:
gijðxÞ ¼ gðxÞdij. By virtue of (6.11), this will also be the tensor ~Gij, so we
immediately find:

~Gij ¼ M xð Þ
g xð ÞM xð Þ � 1

dij: ð6:19Þ

Moreover, according to (6.14), we have

g xð Þ ¼ 1
3
gii xð Þ ¼ 1

3

Z
d3k

ð2pÞ3Gii: ð6:20Þ

As a result, using formulas (6.19) and (6.20), expression (6.18) takes the form

b0ij ¼
x

4p3c2s

M2 xð Þ
1�M xð ÞgðxÞj j2 Img xð Þ

X
a

Z
d3k kiu

að Þ
j d x� xað Þu að Þ

m
~k
� �

u að Þ
m

~k
� �h i�

:

ð6:21Þ

Using formulas (6.10) and taking into account the normalization of polarization
vectors, we finally obtain from formula (6.21):
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b0ij ¼
�h

8p3qc2s

M2 xð Þ
1�M xð ÞgðxÞj j2 Img xð Þ �

X
a

Z
d3k kiu

að Þ
j d x� xað Þ : ð6:22Þ

In a cubic crystal, the integral standing here is also a spherical tensor, therefore,
we can rewrite expression (6.22) in the form:

b0ij ¼ b0dij;

b0 ¼ �h
24p3qc2s

M2 xð Þ
1�M xð ÞgðxÞj j2 Img xð Þ �

X
a

Z
d3k kiu

að Þ
i

� �
d x� xað Þ : ð6:23Þ

The resulting formula, taking into account (6.20), expresses the partial coeffi-
cient of phonon drag through the Green function of an ideal harmonic crystal.

6.5 Pole Representation for Phonon Drag Coefficient

We now find the pole representation of the resulting formula. According to (6.13),
taking into account the normalization of polarization vectors, we have

Gii ~k;x
� �

¼
X
a

eðaÞi
~k
� �

eðaÞi
~k
� �h i�

q x2
a � ðxþ ioÞ2

h i ¼ 1
q

X
a

1

x2
a � ðxþ ioÞ2: ð6:24Þ

Then the integral (6.20) is written in the form:

g xð Þ ¼ 1
3q

X
a

Z
d3k

2pð Þ3
1

x2
a � ðxþ ioÞ2: ð6:25Þ

This integral is singular, so we transform it. We consider a separate term from
(6.25) and proceed in it to integration over isofrequency surfaces and over fre-
quency. Given that the Jacobian of the transition is 1=ua, where ua is a modulus of
the group velocity of the phonon, we obtain

Z
d3k

2pð Þ3
1

x2
a � ðxþ ioÞ2 ¼

1

2pð Þ3
Zxma

0

dx0

x02 � ðxþ ioÞ2
Z

xa¼x0

dS
ua
: ð6:26Þ

The internal integral standing here is a continuous function of frequency. Denote
this integral by
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raðxÞ ¼
Z

xa¼x

dS
ua
: ð6:27Þ

Then the integral in (6.26) can be transformed by the method of selection of
singularities (we omit the polarization index for simplicity):

Zxm

0

r x0ð Þdx0

x02 � ðxþ ioÞ2 ¼
Zxm

0

rðxÞdx0

x02 � ðxþ ioÞ2 þ
Zxm

0

r x0ð Þ � rðxÞð Þdx0

x02 � x2

The first of the integrals on the right-hand side is calculated directly, and in the
second there is no singularity:

Zxm

0

r x0ð Þdx0

x02 � x2 ¼ rðxÞ
2x

ln
x� xm

xþxm
þ

Zxm

0

r x0ð Þ � rðxÞð Þdx0

x02 � x2 :

It should be noted that the logarithm standing here is understood as a function of
a complex variable, therefore, when x\xma it has an imaginary part equal to p.
The rest of the written expression is real. We denote

r0aðxÞ ¼ 2x
Zxma

0

ra x0ð Þ � raðxÞ
x02 � x2 dx0: ð6:28Þ

Then we finally have

g xð Þ ¼ 1

6q 2pð Þ3x
X
a

raðxÞ lnx� xma

xþxma
þ r0aðxÞ

� 	
: ð6:29Þ

In particular, it follows that

Img xð Þ ¼ p

6q 2pð Þ3x
X
a

raðxÞhðxma � xÞ: ð6:30Þ

Here hðxÞ is the Heaviside function.
Finally, we consider the integral in expression (6.23). We transform it similarly

to (6.26)
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Z
d3k kiu

að Þ
i

� �
d x� xað Þ ¼

Zxma

0

d x� x0ð Þdx0
Z

xa¼x0

kiu
að Þ
i

� � dS
ua

¼ h xma � xð Þ
Z

xa¼x

kiu
að Þ
i

� � dS
ua

The integral standing here has the dimension of volume in phase space. Denote
it as

XaðxÞ ¼
Z

xa¼x

kiu
að Þ
i

� � dS
ua
: ð6:31Þ

As a result, expression (6.23) finally takes the form

b0 ¼ �hV2
a

36 2pð Þ5c2s
Dm=mð Þ2x3

1� Dm
m x Va

6 2pð Þ3
P
a

raðxÞ ln x�xma
xþxma

þ r0aðxÞ
� �����

����
2

X
a

raðxÞha

�
X
a

XaðxÞha;

ð6:32Þ

where Va is the atomic volume, and is indicated ha ¼ hðxma � xÞ. Thus, the cal-
culation of the phonon drag coefficient was reduced to the calculation of surface
integrals (6.27), (6.31), and the usual eigen integral (6.28). These integrals are
determined only by the phonon spectrum of the crystal.

6.6 Computational Experiment

To calculate the integrals, we use the modified Born–Karman model with a model
spectrum of the form

x2
a
~k
� �

¼ c2ak
2
0 w2 kx=k0ð Þþw2 ky=k0

� �þw2 kz=k0ð Þ
 �
; ð6:33Þ

where the function wðxÞ satisfies the condition w0ð1Þ ¼ 0, 2k0 is the length of the
edge of the cubic Brillouin zone. Then, on the entire boundary of the Brillouin
zone, the necessary condition will automatically be fulfilled: @xað~kÞ=@n ¼ 0.

We set the function wðxÞ in the form consistent with the calculation of the
phonon spectrum in the atomic model with interaction with the nearest neighbors:
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wðxÞ ¼ 2
pð1þ 3eÞ sin

px
2

� �
þ e sin

3px
2

� 	� 	
: ð6:34Þ

Here the parameter eðe 2 ½0; 1�Þ determines the size of the “negative” dispersion
plot (Fig. 6.1). With an increase in e, the length of this section increases. The model
value of e can be determined by the limiting phonon frequency at the boundary of
the Brillouin zone in the [100] direction:

e ¼ 2cak0 � pxaðk0; 0; 0Þ
2cak0 þ 3pxaðk0; 0; 0Þ

:

We calculate the integrals by the Samarsky method. To do this, we write the
identity

Z
xa¼x

f ~k
� � dS

ua
¼

Z
d3k f ~k

� �
d x� xað Þ ; x\xma

Here we replace the d-function by its approximation dh with the blur parameter
h. Then we get approximately

Z
xa¼x

f ~k
� � dS

ua
�

Z
d3k f ~k

� �
dh x� xað Þ : ð6:35Þ

As a result, the surface integral is reduced to the volume integral. The advantage
of this method is that there is no need to find the explicit coordinates of the

Fig. 6.1 The form of the model law of phonon dispersion for various values of the parameter e
(a) and different directions in the crystal (b). The dashed line on b shows the dispersion law in the
Debye model
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isofrequency surface. For the phonon spectrum, this presents a significant difficulty
in view of the multiplicity and non-closeness of the isofrequency surface (Fig. 6.2).

We introduce dimensionless normalized variables:

n ¼ k
k0

; fa ¼
x
cak0

; ga ~n
� �

¼
xa

~k
� �

cak0
: ð6:36Þ

Then the integrals (6.27), (6.28) and (6.31) using the formula (6.35) and taking
into account the expression (6.33) are transformed to a unit cube:

raðxÞ ¼ 8k20
ca

J1 fað Þ; J1ðfÞ ¼
Z1

0

Z1

0

Z1

0

dh f� gað Þdn1dn2dn3: ð6:37Þ

XaðxÞ ¼ 8k30
fa

J2ðfaÞ; J2ðfÞ ¼
Z1

0

Z1

0

Z1

0

dh f� gað Þ
X3
i¼1

niwaðniÞw0
aðniÞdn1dn2dn3:

ð6:38Þ

r0aðxÞ ¼
2k20fa
ca

J3 fað Þ; J3ðfÞ ¼
Zgma
0

J1 f0ð Þ � J1ðfÞ
f02 � f2

df0: ð6:39Þ

Here, in the integrals (6.37), (6.38), the cubic symmetry of the integrand is taken
into account. Further consideration of this symmetry allows one to reduce the
integration volume by a factor of six:

Fig. 6.2 Traces of isofrequency surfaces in the (001) plane for two values of the parameter e
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Z1

0

Z1

0

Z1

0

f ~n
� �

dn1dn2dn3 ¼ 6
Z1

0

dn1

Zn1
0

dn2

Zn2
0

f ~n
� �

dn3

By virtue of the adopted model of the dispersion law (6.33), (6.34), the
expressions for Ji depend on polarization only through the parameter e, which can
be different for different polarizations. For simplicity, we accept it the same for all

polarizations. Then the functions gað~nÞ and JiðfÞ will be universal, and the
dependence on polarization is completely transferred to the argument fa in formulas
(6.37)–(6.39).

To calculate the integral (6.39), the maximum frequency of the phonon spectrum
is required. According to formulas (6.33), (6.34), this frequency is achieved in the
[111] direction (Fig. 6.1). As a result, we find

gm ¼
2
ffiffi
3

p
p

1�e
1þ 3e ; e� 1

9
6eþ 2

3p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
eð1þ 3eÞ

p ; e[ 1
9

(
:

As a function, we choose a Gaussian function that is analytical and well
localized:

dhðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
h
exp � x2

2h2

� 	
:

The results of calculating the integrals (6.37), (6.38) are presented in Figs. 6.3
and 6.4.

Fig. 6.3 Graphs of
calculated values of the
function J1, presented
depending on the frequency
assigned to the maximum
phonon frequency of a given
polarization
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The function J1 is proportional to the density of phonon states of a given
polarization, and its form is consistent with theoretical ideas about the nature of the
frequency dependence of the density of states [11, 15].

The function J2 is proportional to the momentum transmitted by the defect in one
scattering event. It is characteristic that with an increase in the parameter e this
function changes sign, and at values e[ 0:3 becomes completely negative.

The calculation of the integral (6.39) was carried out on the basis of the values of
the function J1 obtained in the previous calculation. Unlike J1 and J2, this function
is not equal to zero at frequencies exceeding the limiting phonon frequency,
therefore, the calculation was carried out up to double the maximum frequency. The
calculation results are presented in Fig. 6.5.

In accordance with definition (6.27), the first term in parentheses in expression
(6.29) vanishes at x[xm, and the logarithmic dependence is transferred to the
second term, as follows from definition (6.28). The nature of this dependence is
manifested in the “tails” of the graphs in Fig. 6.5.

Let us further consider formula (6.32). We substitute expressions (6.37), (6.38),
(6.39) into it and take into account the relation between the atomic volume and the
volume of the first Brillouin zone: Vak30 ¼ p3. After simple transformations, we
obtain the following formula:

b0 ¼ �hpk20
18

x=csk0ð Þ2Pa
J1 fað Þ
ca

ha �
P

a caJ2 fað Þha
1� 1

24
Dm
m

P
a

4x
cak0

J1 fað Þ ln x�xma
xþxma

þ x2

cak0ð Þ2 J3 fað Þ
� ���� ���2

Dm
m

� 	2

; ð6:40Þ

For the calculation by formula (6.40), the specification of the long-wavelength
phonon velocities is required. In the Born–Karman model, they are accepted in the

Fig. 6.4 Graphs of
calculated values of the
function, presented depending
on the frequency assigned to
the maximum phonon
frequency of a given
polarization
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isotropic approximation, respectively, ct and cl are the propagation velocities of the
longitudinal and transverse vibrations of the lattice. We denote c ¼ cl=ct.

We also turn to the general normalized frequency z ¼ x=xm, where xm is the
maximum phonon frequency of all polarizations. As a result, expression (6.40) is
converted to the form:

b0 ¼ b00f ðzÞ;

f ðzÞ ¼
z2 2cJ1ðczÞhð1� czÞþ J1ðzÞhð1� zÞ½ � 2

c J2ðczÞhð1� czÞþ J2ðzÞhð1� zÞ
h i

1� 1
24

Dm
m 8gmczJ1ðczÞ ln cz�1

czþ 1 þ 4gmzJ1ðzÞ ln z�1
zþ 1 þ 2 gmczð Þ2J3ðczÞþ gmzð Þ2J3ðzÞ

h i��� ���2
ð6:41Þ

where

b00 ¼
�hpx2

m

18c2s

Dm
m

� 	2

: ð6:42Þ

For further calculations we will use a typical value c ¼ 2. The dependences
calculated according to the results of previous calculations and formula (6.41) b0ðxÞ
are shown in Fig. 6.6. The dashed line corresponds to the value at which the power
of the defect Dm ¼ 0. According to formula (6.43), the coefficient b0ðxÞ is also
equal to zero. However, for a small value of the defect power (jDmj � m), the
denominator in formula (6.41) can be considered equal to unity, and the depen-
dence on power will be entirely determined by formula (6.42). In this case, the
value of the function f ðzÞ is considered to be independent of the power of the defect
and is represented by the dashed line in Fig. 6.6.

Fig. 6.5 Graphs of
calculated values of the
function J3, presented
depending on the frequency
assigned to the maximum
phonon frequency of a given
polarization
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On the curves of Fig. 6.6, two extrema are distinguished, corresponding to the
scattering of transverse and longitudinal phonons. It is seen that the partial drag
coefficients from longitudinal phonons are much larger than from transverse ones.
However, when phonon state occupation numbers are taken into account (see
formula (6.8)), this relation changes to the opposite. Also in Fig. 6.6 asymmetry is
noted with respect to the sign of power: with a negative sign, the drag effect
increases, with a positive sign it decreases.

6.7 Results and Discussion

We apply the obtained results to the analysis of the coefficient of phonon drag of a
point defect by a heat flux (6.8).

In the temperature range in which the diffusion mobility of point defects is
manifested significantly and for which it makes sense to speak of phonon drag, the
equilibrium distribution function has the classical form [1, 11]:

N0ðxÞ ¼ kBT
�hx

; ð6:43Þ

where kB is the Boltzmann constant. At frequencies approaching to xm that make
the main contribution to the integral (6.8), and at a concentration of defects that is
sufficiently small to neglect the processes of combined phonon-impurity phonon
scattering, the relaxation time sðxÞ can be assumed to be independent of the
frequency [13–15]. Then formula (6.8) with the use of (6.41), (6.42) and taking into
account (6.43) is transformed to the form:

Fig. 6.6 The calculated
coefficient b0 versus
frequency for two parameter
values e and three point defect
power values Dm=m
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B0 ¼ B0
0 �

Z1

0

f ðzÞ dz
z2
; ð6:44Þ

where denote

B0
0 ¼

p
18

Dm
m

� 	2kBTxm

c2s
: ð6:45Þ

The calculation results according to formula (6.44) based on previous calcula-
tions and for various parameters are presented in Fig. 6.7.

As follows from the results of Fig. 6.7a, regardless of the power of the defect
with a change in the parameter e, the drag coefficient changes sign at e � 0:27, the
corresponding dispersion law is shown in Fig. 6.1a with dashed line. In crystals for
which the phonon dispersion law has a parameter e greater than this threshold value,
the drag force is directed against the heat flux. This effect is manifested even with a
small “negative” dispersion, since such a part of the dispersion takes place at
frequencies adjacent to the maximum. It is with such frequencies that phonons
make a decisive contribution to the drag force (Fig. 6.6.).

The dependence of the drag coefficient on the power of a point defect (Fig. 6.7b)
is asymmetric in character of the power sign. For defects with a negative power,
that is, impurity atoms with a mass, the smaller the mass of the atoms of the crystal
(in particular, vacancies), the effect is greater than for power-positive defects. This
effect is associated with the influence of resonant phonon scattering on a defect that
has its own quasilocal vibrational states. Such states, remote from the boundary of
the phonon spectrum, appear only at a negative defect power [19] and lead to a

Fig. 6.7 Dependence of the drag coefficient on the magnitude of the negative portion of the
phonon dispersion law (a) and on the power of the defect (b)
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decrease in the real part of the expression in the denominator of formula (6.32) and,
accordingly, to an increase in the partial drag coefficient.

The considered drag effect should be taken into account in combination with
forces of a different nature, including thermodynamic forces, when determining the
real redistribution of impurity atoms in a temperature gradient field [9].

6.8 Conclusions

The possibility of different directions of the drag force in the crystal, depending on
the nature of the phonon spectrum, was indicated earlier [5]. In the present work, an
attempt is made to quantify the relationship between the magnitude and direction of
the drag force with the degree of nonlinearity of the phonon dispersion law. We did
not take into account the role of optical phonons in the formation of drag force,
since their consideration in the framework of the continuum model presents certain
difficulties. Also, the anharmonicity of the crystal can have a certain effect on the
drag force [8]. This effect is associated with the size effect of a point defect and does
not occur in the case of a mass defect.
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Part II
Recent Advances in Molecular Dynamics

and Monte Carlo Simulations of Transport
Properties of Materials



Chapter 7
Diffusion Kinetics in Binary Liquid
Alloys with Ordering and Demixing
Tendencies

Andreas Kromik, E. V. Levchenko and Alexander V. Evteev

Abstract Theoretical relationship between collective and tracer diffusion coeffi-
cients has been derived and tested for different types of binary melts: (i) with an
ordering tendency (case study on Ni–Al and Ni–Zr melts) and (ii) with a demixing
tendency (case study on Cu–Ag melts). The obtained relationship explicitly
demonstrates microscopic cross-correlation effects in the kinetics of collective
diffusion. Our approach incorporates molecular dynamics calculations, modelling
and statistical mechanical analysis based on fundamental concepts of the
fluctuation-dissipation theorem, generalized Langevin equation and Mori-Zwanzig
formalism. We also applied the developed theory to interpret recent available
experimental data as well as our molecular dynamics data of diffusion kinetics in
different types of binary melts: with chemical ordering and contrarily with demixing
tendency.

7.1 Introduction

The alloys of the studied systems (Ni–Al, Ni–Zr, Cu–Ag) attracted attention thanks
to their unique physical, chemical and electrical properties [1–8]. Since the studied
alloys have significant engineering importance, it is necessary to have an excellent
understanding of mass transport properties of these alloys within the liquid state. In
particular, the knowledge of diffusion coefficients in liquid alloys is essential for
controlling of the crystalline microstructure during solidification process in
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experiment [9] as well as for essential parameters input in phase field modelling [9,
10]. However, the current capacity of existing experimental diffusion database of
liquid alloys is very limited [11–18] because of technical difficulties and high costs
associated with the experimental measurements of the diffusion properties in the
melts. Hence, establishing theoretical relation between different mass transport
coefficients is important for a quantitative prediction of materials properties as some
of the unknown coefficients can be expressed via others, which are reliably mea-
surable in the experiment [19].

Dynamical and transport properties of many-body system can be expressed in
terms of the time-correlation functions of appropriate physical variables. For
example, the frequency-dependent thermal conductivity and diffusion coefficient of
a many-body system are the one-sided Fourier transforms of the time-correlation
functions of the heat and mass currents, respectively. Therefore, for understanding,
predicting, controlling dynamical, and transport properties of many-body systems,
it is important to develop methods of calculation, modelling and analysis of this
time-correlation functions. Our group developed an innovative approach based on
fundamental concepts of the Brownian motion [20, 21], the fluctuation-dissipation
theorem [20, 21], generalized Langevin equation [20, 21] and Mori-Zwanzig for-
malism [22–25]. These concepts state a general relationship between response of a
given system to an external disturbance and the internal fluctuations of the system
in the absence of the disturbance. In this chapter, we will focus on mass transport
properties in different types of binary melts: with chemical ordering (case study on
Ni–Al and Ni–Zr melts) and with phase separation tendency (case study on Cu–Ag
melts).

In 1948 Darken [26] introduced an equation for a binary system, which
expressed the interdiffusion coefficient, Dc, via two self-diffusion coefficients, D1

and D2:

Dc ¼ U c2D1 þ c1D2ð Þ; ð7:1Þ

where c1 and c2 are the atomic fractions of species 1 and 2, U is the thermodynamic
factor. Note c1 ¼ N1

N ; c2 ¼ N2
N ; where N1 is number of atoms of species 1, N2 is

number of atoms of species 2, N is the total number of atoms in the system, i.e.
N ¼ N1 þN2.

Equation (7.1) is known as Darken equation. Both Dc and U are in principal
accessible in experiment. The thermodynamic factor U is the normalized second
derivative of the molar Gibbs free energy G=N with respect to the composition
c1 c2ð Þ at constant temperature T and pressure P:

U ¼ c1c2
kBT

@2 G=Nð Þ
@c21

� �
T ;P

¼ c1c2
kBT

@2 G=Nð Þ
@c22

� �
T ;P

; ð7:2Þ

where kB is the Boltzmann constant.
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In 1961 Manning [27] included a certain correction factor of the microscopic
kinetic origin, S, into the (7.1):

Dc ¼ US c2D1 þ c1D2ð Þ; ð7:3Þ

Equation (7.3) is known as the Darken-Manning equation [28].
On the other hand, the Onsager phenomenological transport equation can be

written as [29, 30]

Jc ¼ LccX0
c: ð7:4Þ

where Jc is the interdiffusion flux, Lcc is Onsager phenomenological coefficient for
mass transport and X0

c conjugated thermodynamic force related to interdiffusion
flux. Interdiffusion flux Jc links with interdiffusion coefficients Dc by Fick’s law:

Jc ¼ c2J1 � c1J2 ¼ �N
V
Dcrc1 ¼ N

V
Dcrc2 ¼ �N

V
Dc c2rc1 � c1rc2ð Þ; ð7:5Þ

where V is the volume of the system.
Furthermore, according to the Onsager formalism of the thermodynamics of

irreversible processes for an isotropic binary melt [21, 22], the ratio Dc=U is equal
to the renormalized phenomenological Onsager coefficient ~Lcc [23]:

Dc

U
¼ VkBT

Nc1c2
Lcc ¼ ~Lcc: ð7:6Þ

Now for correction factor we have:

S ¼ Dc

U c2D1 þ c1D2ð Þ ¼
VkBTLcc

Nc1c2 c2D1 þ c1D2ð Þ ¼
~Lcc

c2D1 þ c1D2
ð7:7Þ

Hence, the correction factor S characterises cross-correlation effects in collective
diffusion process. Available experimental [17] and simulation data [12, 19, 31] for
the correction factor suggested that it should be approximately less than unity for
alloys with ordering tendency. However, a detailed formula for the correction factor
S involving a cross correlation term has not been obtained until now.

In this chapter, we will derive an expression relating collective and tracer dif-
fusion coefficients. We are aiming to reveal explicitly the cross-correlation effects in
collective diffusion. We will analyse the obtained relation for different types of
binary melts: with chemical ordering (case study on Ni–Al and Ni–Zr melts) and
with phase separation tendency (case study on Cu–Ag melts). Finally, we apply our
theoretical findings for interpretation of recent available experimental data and our
molecular dynamics (MD) data of diffusion kinetics.
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7.2 Theoretical Treatment

7.2.1 Generalized Langevin Equations for the Velocities
and Integral-Differential Equations for the Velocity
Autocorrelation Functions

The generalised Langevin equation plays a key role in the theoretical development
through use of the projection-operator formalism of statistical mechanics introduced
by Zwanzig and Mori [22–25, 32]. First, consider an isotropic binary liquid alloy
consisting of N1 atoms with mass m1 and N2 atoms having mass m2 in a fixed
volume V at thermal equilibrium.

By the Mori-Zwanzig formalism [22–25, 32] the total force f ai tð Þ acting on the
tagged particle can be decomposed on the sum of systematic and random terms, the
first and the second summands on the RHS of (7.8) respectively:

ma
dva i tð Þ
dt

¼ f a i tð Þ ¼ �ma

Z t

0

Ka t � t0ð Þva i t0ð Þdt0 þRa i tð Þ: ð7:8Þ

This is a generalized Langevin equation for the velocities vai tð Þ for a binary
system, where a ¼ 1; 2 a ¼ 1 : i 2 1; . . .;N1½ �; a ¼ 2 : i 2 1; . . .;N2½ �ð Þ are tagged
atoms of species 1 and 2; Ka tð Þ is the memory kernel for the evolution of the
systematic/frictional forces acting on the tagged atom a at time t. The memory
kernel is proportional but opposite to the velocities of the tagged atoms at times
prior to time t; 0� t0 � t.

Ra i tð Þ is the random force. A random force possesses three properties [22–25,
32]:

(1) It vanishes in the mean Ra i tð Þh i ¼ 0 (notation � � �h i means the statistical time
average at thermal equilibrium),

(2) f a i 0ð Þ ¼ Ra i 0ð Þ, i.e. initially, the total and random forces are the same (see
(7.8)).

(3) Total and random forces evolve differently with time and relation
Ra i tð Þva i 0ð Þh i ¼ 0 is preserved for all times t. In other words: random force is
not correlated with the initial velocity vai 0ð Þ.

Hence, if we multiply (7.8) by va i 0ð Þ and take the thermal average, using the
above mentioned third property of random force we will get the integral-differential
equation for the velocity autocorrelation functions, which often called a satellite
equation for Langevin generalised (7.8):

dea tð Þ
dt

¼ �
Z t

0

Ka t � t0ð Þea t0ð Þdt0; ð7:9Þ
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where ea tð Þ ¼ vai tð Þvai 0ð Þ=v2ai
� � ¼ ma vai tð Þvai 0ð Þh i=3kBT are the normalized

velocity autocorrelation functions. The squared static velocities, also called thermal
velocities, are equal to v2ai

� � ¼ 3kBT=ma, so that ea 0ð Þ ¼ 1.

7.2.2 Properties of the Correlation Functions of Dynamical
Variables in Equilibrium

We should note, that throughout the chapter, above and below, we implicitly
employ useful properties of the correlation functions of dynamical variables in
equilibrium. Namely, in equilibrium the derivative of the time correlation function
of dynamical variables Z tð Þ and Y tð Þ with respect to the initial time t0 must be zero,

namely: d
dt0

Z tþ t0ð ÞY t0ð Þh i ¼ 0. So, applying the product rule the LHS of the

above expression we get:

d
dt0

Z tþ t0ð Þð ÞY t0ð Þ
� �

þ Z tþ t0ð Þ d
dt0

Y t0ð Þð Þ
� �

¼ _Z tþ t0ð ÞY t0ð Þ� �þ Z tþ t0ð Þ _Y t0ð Þ� � ¼ 0:
ð7:10Þ

And in case of autocorrelation function, i.e. Z tð Þ ¼ Y tð Þ, in we get
_Z tð ÞZ 0ð Þ� � ¼ � Z tð Þ _Z 0ð Þ� �

, _ZðtÞZðtÞ� � ¼ _Zð0ÞZð0Þ 0ð Þ� � ¼ ZZ
:D E

¼ 0, and for

the second derivative €ZðtÞZð0Þ� � ¼ � _ZðtÞ _Zð0Þ� �
, where _Z ¼ dZ

dt and
€Z ¼ d2

Z
dt2 .

Using these properties and random force properties, we can now express the
memory kernels as autocorrelation of the random forces [22–25, 32]. Indeed,
multiplying (7.8) by Rai 0ð Þ, or by f ai 0ð Þ, which is the same by the above mentioned
second property of the random force, and taking the thermal average and using
(7.9), we will get:

Ka tð Þ ¼ RaiðtÞRaið0Þh i�m2
a v2ai
� � ð7:11Þ

or

Ka tð Þ ¼ RaiðtÞRaið0Þh i=3makBT ; ð7:12Þ

using expression for squared static velocities v2ai
� � ¼ 3kBT=ma.

In addition, it can be seen from (7.9) that functions ea tð Þ and Ka tð Þ are even. It is
interesting to highlight that at zero time, the memory kernels represent a square of
Einstein frequency, Ka 0ð Þ ¼ X2

a, a frequency, at which a tagged atom of species a
would vibrate on average if they were experiencing small oscillations in the
potential wells generated by the neighbouring atoms when retained at their mean
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equilibrium positions around the tagged atom. Indeed, Ka 0ð Þ ¼ R2
aih i

3makBT
¼ ma _v2aih i

3kBT
,

where _vai ¼ dvai tð Þ
dt ¼ �m�1

a raiU is acceleration and U is potential energy.

7.2.3 Total Force Decomposition

Total force decomposition involves two steps [24]:

(1) The total force is represented of the sum: f ai tð Þ ¼ f Ið Þ
ai vai t0ð Þð Þþ f IIð Þ

ai tð Þ;
where the first summand f Ið Þ

ai vai t0ð Þð Þ depends on the past history of velocity vai
since 0� t0 � t while the second summand f IIð Þ

ai tð Þ describes contribution which
depends explicitly on dynamics of the other atoms at time t.

(2) The functional f Ið Þ
ai vai t0ð Þð Þ can be further decomposed into linear and non-linear

terms: f Ið Þ
ai vai t0ð Þð Þ ¼ f I; linearð Þ

ai vai t0ð Þð Þþ f I; non�linearð Þ
ai vai t0ð Þð Þ: The linear term of

the expansion is the systematic force of the generalized Langevin equation, i.e.
the first summand in the (7.8) (integral term of (7.8)). While the sum of the

non-linear term together with f IIð Þ
ai tð Þ uniquely defines the random force of the

generalized Langevin equation, namely the random force is equal to

Rai tð Þ ¼ f I; non�linearð Þ
ai vai t0ð Þ; 0� t0 � tð Þþ f IIð Þ

ai tð Þ.
Consequently, the total force can be decomposed as:

f ai tð Þ ¼ �ma

Z t

0

Ka t � t0ð Þvai t0ð Þdt0

þ f I; non�linearð Þ
ai vai t0ð Þð Þþ f IIð Þ

ai tð Þ
ð7:13Þ

7.2.4 Generalized Langevin Equations and Its Satellite
Equations for the Interdiffusion Flux

As stated by the Mori-Zwanzig formalism [22–25, 32], we can write equations
analogous to (7.8) and (7.9) for any arbitrary chosen dynamical variable and its
autocorrelation function, as we did for velocity. Our choice for further theoretical
treatment in this chapter will be the interdiffusion flux Jc tð Þ; due to its invariance to
the choice of reference frame [31, 33, 34] as we will demonstrate below. Therefore,
the microscopic expression for the interdiffusion flux Jc tð Þ of a binary liquid alloy
at thermal equilibrium in fixed volume V is equal to [31, 33, 34]:
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Jc tð Þ ¼ N
V
c1c2�vc tð Þ ¼ N

V
c1c2 �v1 tð Þ � �v2 tð Þ½ � ¼ c2J1 tð Þ � c1J2 tð Þ; ð7:14Þ

where J1 tð Þ and J2 tð Þ are the fluxes of species 1 and 2 and �v1 tð Þ and �v2 tð Þ are the
mean velocities of species 1 and 2, �vc tð Þ � �v12 tð Þ.

Now from (7.14) we can see that the interdiffusion flux Jc tð Þ is indeed does not
depend on the choice of reference frame because it defines the fluxes of components
J1 tð Þ and J2 tð Þ relative to each other. In the zero-momentum reference frame, we
have c1m1�v1 tð Þþ c2m2�v2 tð Þ ¼ 0 or m1J1 tð Þþm2J2 tð Þ ¼ 0, so that:

Jc tð Þ ¼ N
V
c1c2�vc tð Þ ¼ m

m2
J1 tð Þ ¼ � m

m1
J2 tð Þ ¼ m

m2V

XN1

i¼1

v1i tð Þ ¼ � m
m1V

XN2

i¼1

v2i tð Þ; ð7:15Þ

where m ¼ c1m1 þ c2m2 is the total system mass per atom. Here, mass per atom
carried by flux J1 is m1 and mass per atom carried by flux J2 is m2. Then, it follows
from (7.15) that the effectivemass per atom carried by interdiffusion flux Jc is equal to
mc ¼ m1m2=m. In other words, at thermal equilibrium the interdiffusion flux is
produced by an effective system element containing Nc1c2 identical particles of mass
mc in the given volume V with the mean velocity equal to zero and the thermal

velocity 3kBT=mcð Þ1=2 from the Maxwell–Boltzmann distribution. Furthermore, on a
basis of (7.15) we can obtain 3Nc1c2kBT=mc ¼ V2 J2c

� �
[31]. Hence, we can readily

derive from an explicit analytical expression of the form V2 J2c
� � ¼ 3Nc1c2kBT=mc.

This is analogous to the expression for the squared static velocities v2ai
� �

derived in
Sect. 7.2.1 above and confirmed by our MD simulations [31].

Therefore, the generalized Langevin equation for the interdiffusion flux Jc tð Þ and
the equation for its normalized autocorrelation function ec tð Þ ¼ mcV2 JcðtÞJcð0Þh i=
3Nc1c2kBT ðecð0Þ ¼ 1Þ can be presented as:

mcV
dJc tð Þ
dt

¼ Fc tð Þ ¼ �mcV
Z t

0

Kc t � t0ð ÞJc t0ð Þdt0 þRc tð Þ; ð7:16Þ

dec tð Þ
dt

¼ �
Z t

0

Kc t � t0ð Þec t0ð Þdt0: ð7:17Þ

In these equations, Fc tð Þ and Rc tð Þ are the total and random forces, respectively,
acting on the mass mc. Consequently, Rc tð Þ has random force properties listed in
Sect. 7.2.1 and similar to the properties of Ra i tð Þ, namely:

(i) RcðtÞh i ¼ 0,
(ii) Fc 0ð Þ ¼ Rc 0ð Þ
(iii) RcðtÞJcð0Þh i ¼ 0, and
(iv) KcðtÞ ¼ RcðtÞRcð0Þh i=m2

cV
2 J2c
� � ¼ RcðtÞRcð0Þh i=3Nc1c2mckBTÞ.
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The memory kernel Kc tð Þ describes the evolution of the systematic force acting
on the mass mc. As we can see from (7.17) both autocorrelation functions ec tð Þ and
Kc tð Þ are even functions of time. Furthermore, at initial time the memory kernel can
be expressed via corresponding effective Einstein frequency Xc:

Kc 0ð Þ ¼ X2
c ¼

R2
ch i

3mckBT
¼ mcV2 _J2ch i

3Nc1c2kBT
, where _Jc ¼ dJc tð Þ

dt ¼ �1ð Þam�1
c

PNa
i¼1 raiU.

7.2.5 Alternative Expression for Interdiffusion Flux
via Single-Particle Memory Kernels and Random
Forces

Alternatively combining Langevin equation for velocity (7.8) and interdiffusion
flux definition (7.14) and (7.15) we will arrive to more significant expression for
Jc tð Þ, because it includes the single-particle memory kernels, K1 tð Þ and K2 tð Þ, and
random forces, R1i tð Þ and R2j tð Þ:

mcV
dJc tð Þ
dt

¼ Fc tð Þ

¼ �mcV
Z t

0

c2
m2

m
K1 t � t0ð Þ þ c1

m1

m
K2 t � t0ð Þ

h i
Jc t0ð Þdt0 þR12 tð Þ:

ð7:18Þ

where force R12 tð Þ represents the contribution to the total force associated with
interdiffusion flux Fc tð Þ due to the difference in the average random accelerations of

atoms of species 1 and 2,
�R1 tð Þ
m1

and
�R2 tð Þ
m2

respectively (7.19), so that:

R12 tð Þ ¼ Nc1c2mc

�R1 tð Þ
m1

�
�R2 tð Þ
m2

� �
; ð7:19Þ

where

�R1 tð Þ ¼ 1
N1

XN1

i¼1

R1i tð Þ; �R2 tð Þ ¼ 1
N2

XN2

j¼1

R2j tð Þ ð7:20Þ

are the average random forces acting on atoms of species 1 and 2 at time t,
respectively. It follows from (7.18) that Fc 0ð Þ ¼ R12 0ð Þ ¼ Rc 0ð Þ and R12ðtÞh i ¼ 0.
It should be highlighted that R12 tð Þ is not truly a random force by definition, but the
difference between the random forces.

Since (7.16) and (7.18) both describe the total force acting on the mass carried by
the interdiffusion flux Jc we can equate them and divide by the effective mass mc:
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V
Z t

0

c2
m2

m
K1 t � t0ð Þ þ c1

m1

m
K2 t � t0ð Þ � Kc t � t0ð Þ

h i
Jc t0ð Þdt0 ¼ R12 tð Þ � Rc tð Þ

mc
:

ð7:21Þ
Now, after multiplying both sides of (7.21) by Jc 0ð Þ and taking the thermal

average, we arrive to:

Z t

0

c2
m2

m
K1 t � t0ð Þ þ c1

m1

m
K2 t � t0ð Þ � Kc t � t0ð Þ

h i
ec t0ð Þdt0 ¼ P12 tð Þ

kBT
; ð7:22Þ

where

P12 tð Þ ¼ V
3Nc1c2

R12 tð ÞJcð0Þh i: ð7:23Þ

corresponds to the correlations between fluctuations of R12 tð Þ and Jc 0ð Þ at t[ 0:

7.2.6 Frequency-Dependent Diffusion Coefficients
in a Binary Liquid Alloy

Now, taking the one-sided Fourier transforms of (7.9), (7.17) and (7.22) and
combining them, in frequency domain we will get:

~Lcc xð Þ ¼ m2D1 xð ÞD2 xð Þ
c1m2

1D1 xð Þþ c2m2
2D2 xð Þ 1þ W12 xð Þ

kBT

	 

: ð7:24Þ

where

D1 xð Þ ¼ kBT
m1

Z1

0

e1 tð Þe�ixtdt; ð7:25Þ

D2 xð Þ ¼ kBT
m2

Z1

0

e2 tð Þe�ixtdt; ð7:26Þ

~Lcc xð Þ ¼ kBT
mc

Z1

0

ec tð Þe�ixtdt; ð7:27Þ
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are the frequency-dependent diffusion coefficients in a binary liquid alloy repre-
sented via related velocity autocorrelation functions consistent with the basic the-
orem for linear responses [21–25, 32, 35].

W12 xð Þ ¼
Z1

0

P12 tð Þe�ixtdt ¼ V
3Nc1c2

Z1

0

R12ðtÞJcð0Þh ie�ixtdt: ð7:28Þ

7.2.7 Correlations Between Fluctuations of R12 tð Þ and Jc 0ð Þ

In short time limit t ! 0 the value of P12 tð Þ can be approximated via the first
derivative of P12 tð Þ evaluated t ¼ 0 [36], as

_P12 0ð Þ
kBT

¼ 1
kBT

dP12 tð Þ
dt

����
t¼0

¼ c2
m2

m
X2

1 þ c1
m1

m
X2

2 � X2
c ; ð7:29Þ

Due to common MD simulation configurations of interatomic interactions, in the
short time limit t ! 0, P12 tð Þ can be estimated as [36]

P12 tð Þ
kBT

� r12X
2
c t; ð7:30Þ

where

r12 ¼ c2m2X
2
1 þ c1m1X

2
2

mX2
c

� 1 ð7:31Þ

is the dimensionless factor which defines the initial sign of P12 tð Þ as the correlation
between R12 tð Þ and Jc 0ð Þ starts to develop with time. As a result, r12\0 and
r12 [ 0 indicate that R12 tð Þ tends to initially create with Jc 0ð Þ obtuse and acute
angles, respectively as it is shown in Fig. 7.1 representing the initial instant of time
defined by r12.

The behaviour r12\0 and W12\0 is expected for a binary melt exhibiting
chemical ordering in the normal liquid state. Therefore an the initial angle in short
time limit t ! 0 for r12\0 (obtuse angle) between R12 tð Þ and Jc 0ð Þ should remain
obtuse, ensuring a negative value of W12 which is expected for these type of melts
accounting for their mixing tendency [36]. However, during the transition between
the normal liquid state and the undercooled liquid state the angle between R12 tð Þ
and Jc 0ð Þ may principally transform from and obtuse angle into an acute angle.
This can be caused by the short-range atomic ordering which becomes unfavourable
in the undercooled liquid state of the binary melt. This change advocates behaviour
of the undercooled binary mixing melt towards a more thermodynamically stable
state. Consequently, we can observe W12 [ 0 in the undercooled liquid state of a
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binary mixing melt exhibiting chemical ordering. Therefore, we may conclude that
r12\0 and W12\0 can be considered as necessary conditions for a binary mixing
melt exhibiting chemical ordering to be in thermodynamic equilibrium. In addition,
a relative change in W12 can be used to characterize variation in dynamical stability
of atomic ordering in a binary mixing melt upon undercooling.

7.3 Results and Discussion

7.3.1 Frequency-Dependent Mass Transport Coefficients
in the Hydrodynamic Limit

The most practical case for frequency-dependent mass transport coefficients is when
x ! 0, i.e. t ! 1, so called case of the hydrodynamic limit. In other words, we
consequently leave out the frequency dependence in the notation. In this case (7.24)
for the Onsager coefficient ~Lcc becomes

~Lcc ¼ m2D1D2

c1m2
1D1 þ c2m2

2D2
1þ W12

kBT

	 

ð7:32Þ

and can be written with a sequence of three nested equations:

~Lcc ¼ S c2D1 þ c1D2ð Þ; ð7:33Þ

Fig. 7.1 Evaluation of correlation between fluctuations of R12 tð Þ and Jc 0ð Þ as a the time average
over correlation length W12 and b in short time limit t ! 0 for P12 (develops over time) and its
initial instant r12
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where

S ¼ S0 1þ W12

kBT

� �
ð7:34Þ

with

S0 ¼ m2D1D2

m2D1D2 þ c1c2 m1D1 � m2D2ð Þ2 : ð7:35Þ

From the obtained equations for pure components, i.e. for c1 ¼ 0 or c2 ¼ 0; we
get S0 ¼ 1 as follows from (7.35) and W12 ¼ 0 and S ¼ 1, since R12 ¼ 0, as fol-
lows from (7.15), (7.19), (7.23) and (7.28). Also from (7.33) on the limit when
c1 ! 0, then ~Lcc ! D1 and if c2 ! 0, then ~Lcc ! D2. Moreover, in these cases the
interdiffusion coefficient Dc ! ~Lcc, because U ! 1 (7.6). Hence, within mentioned
limits the coefficient of interdiffusion is approaching the coefficient of self-diffusion
of the minority species, so that Dc ! ~Lcc ! D1 when c1 ! 0 and Dc ! ~Lcc ! D2

when c2 ! 0:

7.3.2 Decomposition of the Correction Factor

In addition, further investigation of (7.32)–(7.35) provides new insight into a
relation of self and collective diffusion in binary melts. It follows from (7.28) that
W12 � W12 0ð Þ is associated to the average amount of generated–dissipated energy
owed to the correspondences between fluctuations of R12 and Jc. Therefore in
thermal equilibrium, the absolute value of W12 cannot surpass the characteristic
thermal energy, kBT , by equipartition law [36], namely: W12j j � kBT .

Next, it follows from (7.35) that for all binary alloys: 0\S0 � 1. This means that
for the correction factor S: 0� S� 2S0 or simply, 0� S� 2. Consequently, the
correction factor S appears to break down into the product of two factors, see (7.34).
In binary melts for which a greater tracer diffusion coefficient is carried by the
species with greater mass, it can become significant, i.e. substantially less than
unity.

The first factor in (7.34) S0 can be also be written in form of the ratio of the self-
diffusion coefficients D1=D2, the ratio of the atomic masses m1=m2, and the com-
position c1 (or c2). Indeed, if we divide numerator and denominator of (7.35) by
m2D1D2 and rearrange we will get:
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S0 ¼ 1

1þ c1c2
m2D1D2

m1D1 � m2D2ð Þ2

¼ 1
1þ c1c2

m2D1D2
m2

1D
2
1 � 2m1D1m2D2 þm2

2D
2
2

� 

¼ 1

1þ c1c2
m2

1
m2

D1
D2

� 2m1m2
m2 þ m2

2
m2

D2
D1

� �
ð7:36Þ

where m ¼ m1c1 þm2c2.
Meanwhile, the second factor in the (7.34) 1þW12=kBTð Þ is responsible for a

collective energy generation-dissipation effect as a result of the correlations
between fluctuations of the interdiffusion flux Jc and the force R12, introduced by
the average random accelerations �Ra as stated by (7.19)–(7.20).

For binary mixing melts showing tendency of ordering (Ni–Al, Ni–Zr) the angle
between vectors R12 tð Þ and Jc 0ð Þ should be obtuse as predicted in Sect. 7.2.7. In
other words, during fluctuations the force R12 effectively supresses the interdiffu-
sion flux’s deviation from equilibrium. Accordingly, in this case W12 is negative as
well as the enthalpy of formation. According to (7.34), when W12\0, we get S\1.

On the other hand, for binary melts with demixing tendency (Cu–Ag), it is
predicted that the angle between R12 tð Þ and Jc 0ð Þ, should be acute. In this case
during fluctuations R12 effectively stimulates interdiffusion flux deviation from
equilibrium. Consequently, in this case we can predict that W12 is positive. For
W12 [ 0, S[ 1 according to (7.34).

Hence, in general we can conclude W12 is connected with the free energy of
formation of binary melts. Furthermore,W12 can be used to introduce the concept of
random of a binary liquid random alloy, where W12 ¼ 0, hence S ¼ S0 � 1.

7.3.3 Composition Dependence of S, S0 and W12=kBT
for Ni–Al, Ni–Zr and Cu–Ag Systems: Molecular
Dynamics, Theoretical Predictions and Experimental
Data

For illustration, we show in Figs. 7.2, 7.3 and 7.4 the composition dependencies of
S, S0 and W12=kBT for the different types of systems, namely: with an ordering
tendency (a) Ni–Al and (b) Ni–Zr and with a demixing tendency (c) Cu–Ag,
respectively.

The melts are MD models of their corresponding systems, calculated at various
compositions and temperatures range from 1000–2200 K using the embedded-atom
method (EAM) potential developed in [37]. For calculation of S and S0 based on
(7.33) and (7.35), respectively, we made use of our MD data for ~Lcc, D1 and D2.
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Meanwhile, W12=kBT was calculated based on (7.34) using the results for S and S0,
i.e.: W12

kBT
¼ S

S0
� 1.

The Onsager coefficient ~Lcc was evaluated within the framework of the
Green-Kubo formalism [21, 32, 35, 38] by means of the time integral of ec tð Þ (see
(7.27) at x ¼ 0), namely ~Lcc ¼ kBT

mc
limt!1

R t
0

Jc t0ð ÞJc 0ð Þh i
J2ch i dt0.

The self-diffusion coefficients of Ni and Al atoms [39], Ni and Zr atoms in [36]
and Cu and Ag atoms were calculated, according to the well-known Einstein

relation [21, 32, 35], as: Da ¼ limt!1
1
Na

PNa

i¼1
Dr2ai tð Þ

� �
6t , where Drai tð Þ ¼ rai tð Þ � rai 0ð Þ

represent the time-displacements of single atoms of species 1 ði ¼ 1. . .N1Þ and 2
ðj ¼ 1. . .N2Þ, respectively (we assume here that Ni;Cu � 1 and Al;Zr;Ag � 2).

Fig. 7.2 Composition dependence of the correction factor S ¼ ~Lcc
c2D1 þ c1D2

for aNi–Almelts, bNi–Zr
melts and c Cu–Ag melts at various temperatures
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We took into consideration seven alloy compositions in Ni–Al system for
example: Ni87.5Al12.5, Ni75Al25, Ni62.5Al37.5, Ni50Al50, Ni37.5Al62.5, Ni25Al75 and
Ni12.5Al87.5. We also considered seven alloy compositions across the Ni–Zr and
Cu–Ag systems correspondingly in the similar manner. Calculations were per-
formed in 3D simulation cells with periodic boundary conditions in all three
directions using microcanonical ensemble dynamics at zero pressure. The simula-
tion cells consist of about 4000 atoms (for different models the number of atoms
varied slightly within the range 4000–4394). For numerical integration of the
equations of motion we apply the Verlet algorithm in the velocity form [40] with a
time step Dt = 1.5 fs. To ensure the zero-momentum reference frame, we conserved
the total momentum of the model systems at a zero value. To obtain the statistical
time average at thermal equilibrium of the autocorrelation function of the

Fig. 7.3 Composition dependence of S0 ¼ m2D1D2

m2D1D2 þ c1c2 m1D1�m2D2ð Þ2 for a Ni–Al melts, b Ni–Zr

melts and c Cu–Ag melts at various temperatures
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interdiffusion flux and the mean-squared displacements of atoms, we use about
1.8 � 107 time origins.

As it is proposed by theoretical treatment above for a binary mixing melt with
tendency of ordering, the correction factor S is found to be less than unity ðW12\0Þ
across the whole composition range of the MD models of Ni–Al binary melts (see
Fig. 7.2a). The correction factor S of Ni–Zr binary melts (see Fig. 7.2b) shows
analogous trends to those of Ni–Al melts at high temperatures i.e. the normal liquid
state. In agreement with the approach that, upon increasing concentration of the
minority species toward the equi-atomic composition, the kinetics of collective
diffusion in mixing binary liquid alloys slow down, minima of S in the composition
dependence of Ni–Al and Ni–Zr melts are found to be of similar position and depth.

Confirming our theoretical analysis, the composition dependence of the cor-
rection factor S of Cu–Ag binary melts (see Fig. 7.2c), serving as an example for a
binary system with demixing tendency, clearly shows a reversed behaviour of the

Fig. 7.4 Composition dependence of W12
kBT

¼ S
S0
� 1 for a Ni–Al melts, b Ni–Zr melts and c Cu–Ag

melts at various temperatures
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graph, compared to Figs. 7.2a, b. The value of S	 1 over the whole composition
range, reaching its maximum of 1.91 for the composition Cu50Ag50 at a temperature
of 1000 K. The maximum sort of plateaus towards the Ag-rich side of the Cu–Ag
alloys ranging from Cu50Ag50 to Cu12.5Ag87.5.

The composition dependence of S0 of Ni–Zr melts (see Fig. 7.3b), despite also
showcasing a system with mixing tendency, looks inarguably different to the Ni–Al
melt (see Fig. 7.3a). In the case of Ni and Zr, the larger self-diffusion coefficients is
carried by the lighter Ni species ðmNi=mZr � 58:69=91:22 � 0:64Þ. This is in con-
trast to the situation of the Ni–Al melt, where the larger self-diffusion coefficients is
also carried by the Ni species, which in this configuration is the heavier
ðmNi=mAl � 58:69=26:98 � 2:18Þ. The ratio of the masses of Ni and Zr ðmNi=mZr �
0:64Þ effectively damp the single-particle kinetic effect due to the ratio DNi=DZr

above unity (varying between 1.2 and 1.8 at high temperatures [36]) resulting in
S0 � 1 covering the whole composition range. In the case of the configuration of Ni–
Al melts, the mass ratio mNi=mAl � 2:18 magnifies the single-particle kinetic effects
due to an increase of the ratio DNi=DAl above unity even further, resulting in a
reduction of S0 below unity at all compositions (see Fig. 7.3a). The minimum of S0
is reached with a value of 0.85 for the models of Ni–Al melts in the normal liquid
state in the vicinity of equi-atomic composition. For the Ni-rich models in Ni–Zr
melts (see Fig. 7.3b) a considerable drop of S0 can be seen upon undercooling. This
observation is the result of the increasing value of the ratio of the self-diffusion
coefficients ðDNi=DZrÞ for the model of Ni87.5Zr12.5 melt at 1200 K [36]. This
increase overcomes the damping effect of the mass ratio mNi=mZr � 0:64 and
therefore producing a sizable drop of S0 as can be seen on Fig. 7.3b.

According to Fig. 7.4a it can be seen that for Al-rich alloy compositions with
cNi.0:125, the term W12j j=kBT.0:03, meaning that the correction factor S is less
than 3% smaller than S0 (see Figs. 7.2a and 7.3a respectively). Thus, an Al-rich
liquid alloy (with cNi.0:125) of the model system can be considered as a good
approximation for the suggested concept of a binary liquid random alloy.
Consequently, by assuming that a comparable condition S � S0 is satisfied for real
Al-rich liquid alloys of Ni–Al binary system, recent experimental data on the
correction factor in Al-rich Ni–Al melts [17] can be analysed by making use of
(7.33) and (7.35).

In the models of Ni–Zr melts the trend of the composition dependence of
S follows, shifted up by one, the trend of the composition dependence of W12=kBT .
This is in contrast to the models of Ni–Al melts, for which the composition
dependence of S0 and 1þW12=kBTð Þ as contribution of S are found to be similar.
During undercooling of the Ni–Zr melts the effect of S0 becomes notable. The main
difference however, upon undercooling the sign of W12=kBT becomes positive for
the Ni-rich and Zr-rich Ni–Zr melts (see Fig. 7.4b). The strongest increase of
W12=kBT upon undercooling is observed in the models of Ni-rich Ni–Zr melts (see
Fig. 7.4b), where W12=kBT reaches 0.48 and 0.08, respectively, in the models of
Ni87.5Zr12.5 and Ni12.5Zr87.5 melts at 1200 K just before the onset of their crys-
tallization at 1150 K. This behaviour is interpreted as an expression of emerging
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heterogeneity in atomic dynamics of melt due to entering the energy landscape
controlled regime upon undercooling derived from a correlated behaviour of
W12=kBT and the ratio DNi=DZr.

Though, a noteworthy decoupling of the self-diffusion coefficients of Ni and Zr
in the models of Ni-rich Ni–Zr melts upon undercooling marks in a decrease of
factor S0 (see Fig. 7.3b) that accounts for the contribution into the correction factor
S due to single-particle kinetic effects. At the same time, the contribution into S due
to a collective energy generation-dissipation effect accounted by W12=kBT is
amplified upon transition to diffusion behaviour approaching the energy landscape
controlled regime. The variation of the latter contribution significantly controls the
variation of the former contribution causing substantial increase in the correction
factor S above unity for the models of Ni-rich Ni–Zr melts upon undercooling.

As for a binary system with de-mixing tendency, according to the results of our
MD simulations of Cu-Ag melts with the EAM potential developed in [41], the
behaviour of W12 [ 0 over the whole composition range (see Fig. 7.4c) as in
contrast to W12\0 for systems with mixing tendency like the melts of Ni–Al and
Ni–Zr, Fig. 7.1a, b. Moreover, the value of W12=kBT nears practically unity in the
vicinity of the eutectic point of the model system with demixing tendency.
Consequently, the correction factor S in the vicinity of the eutectic point is expected
to be slightly less than two in real Cu–Ag melts with a reasonable approximation
that DCu=DAg 
 1 (recall that mCu=mAg � 63:55=107:87 � 0:59).

To the best of our knowledge, the shown experimental data are the only avail-
able data on the correction factor in binary melts available in literature at the present
time. The self-diffusion coefficients of Al, DAl in Ni–Al cannot be measured [12,
13, 17] because of the very low coherent scattering cross section of Al, as well as
lack of suitable isotopes. Therefore it was first assumed in [17] that DAl � DNi.
Next, with this assumption a quantity S1 ¼ ~Lcc=D1 (we use our notation) was
assessed on account of experimental measurements [17]. In fact, as it can be seen
from (7.33), S1 ¼ S if D1 ¼ D2. Though, (7.33) and (7.35) propose (assuming
S � S0) that both S1 ¼ S c2 þ c1D2=D1ð Þ and S may differ noticeably when the ratio
D1=D2 reaches a value above unity (note that for Ni–Al system:
m1=m2 � 58:71=26:98 � 2:18), even already for sufficiently small values of c1
(Al-rich alloy compositions). In Fig. 7.5, alongside experimental data for S1 (at
1173 K) [17], we present the predicted composition dependence based on (7.33)
and (7.35) in Al-rich Ni–Al melts for: (i) S at fixed D1=D2 ¼ 1, and (ii) S and S1 at
fixed D1=D2 ¼ 2. One can clearly see in Fig. 7.5, a good agreement of the pre-
dicted results and the experimental results for the composition dependence of S1
predicted based on our theoretical consideration at fixed D1=D2 ¼ 2. Now also
taking into account our main supposition S � S0 for Al-rich Ni–Al melts, on the
basis of the results of MD simulations of Ni–Al melts, we should indicate that
D1=D2 
 2, the ratio of the tracer diffusion coefficients in real Al-rich Ni–Al melts.

We can see from Fig. 7.4c that at 50% of Ag concentration W12 reaches its
theoretical upper limit, namely it can not exceed kBT . In other words, at about
eutectic composition W12 pushes system to decomposition. Indeed, on Fig. 7.6 we
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can see the phase separation at both EAM calculations and experimental data for
Cu–Ag melt [41].

Comprehensively, the presented theoretical treatment is a significant step to help
analysing the relationship between the kinetic part of single-particle and collective
diffusion dynamics in a binary melt which is not far from its equilibrium state.
However, we remind that the term W12=kBT is expected to deviate from its

Fig. 7.5 Composition
dependence of the correction
factor in Al-rich Ni–Al liquid
alloy. The symbols and the
dashed line represent,
respectively, experimental (at
1173 K) [17] and theoretical
(at fixed D1=D2 ¼ 2) data for
S1 ¼ ~Lcc=D1. The thin and
thick solid lines represent the
theoretical data for S at fixed
D1=D2 ¼ 1 and D1=D2 ¼ 2,
respectively

Fig. 7.6 Phase diagram of
the Cu–Ag system. Filled
symbols representing
calculations using a
thermodynamic model; open
symbols where attained from
the solid-melt interface
simulations [41]
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equilibrium range in the vicinity of a phase transition in the liquid state, as in cases
of liquid-liquid demixing in addition to upon undercooling below equilibrium
melting temperature. Additionally, the self-diffusion coefficients contributing to S0
may give a temperature dependence to ~Lcc that is even more complex in the
undercooled liquid state. The self-diffusion coefficients in this state are rapidly
reduced compared to higher temperatures. For future work it would therefore be
compelling to study the temperature dependence of relative magnitude of these two
contributions, W12=kBT and S0, into ~Lcc in the undercooled liquid states of different
binary alloys.

7.3.4 Analogy with the Kirkwood-Buff Solution Theory

Finally, we recall that the Kirkwood-Buff solution theory [42] gives a significant
link between the thermodynamic factor U and the partial pair distribution functions
gab rð Þ of species a and b ða; b ¼ 1; 2Þ in a binary melt, as:

U ¼ c1c2
kBT

@2 G=Nð Þ
@c2a

� �
T ;P

¼ ca
kBT

@la
@ca

� �
T ;P

¼ 1
1þ c1c2 I11 þ I22 � 2I12ð Þ ; ð7:37Þ

where la denotes the chemical potential of species a, and

Iab ¼ 4p
N
V

Z1

0

gab rð Þ � 1
� �

r2dr ð7:38Þ

denotes the so-called Kirkwood-Buff integrals. Physically, NV cbgab rð Þ is the average
number density of atoms of species b at a distance r from an atom of species a fixed
at the centre. Now, by taking (7.6), (7.33)–(7.35) and (7.37) into consideration, then
in a binary melt the interdiffusion coefficient, Dc, can now be expressed as:

Dc ¼ U ~Lcc

¼
1þ W12

kBT

� �
c2D1 þ c1D2ð Þ

1þ c1c2 I11 þ I22 � 2I12ð Þ½ � 1þ c1c2
m2

1D
2
1 þm2

2D
2
2�2m1D1m2D2

m2D1D2

h i : ð7:39Þ

By comparing the algebraic structures of the Kirkwood-Buff expression for the
thermodynamic factor U and our expression for S0 a close affinity between them can
be seen. Actually, the Kirkwood-Buff expression for the thermodynamic factor U
gives quantification of the thermodynamic effect caused by deviation from random
mixing on collective diffusion in terms of local structuring or rather chemical
ordering as I11 þ I22 � 2I12 (see (7.38)). Where local structuring describes the rel-
ative preference of a species to be surrounded by another species. The decay of the
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excess or deficiency of atoms of species b around atoms of species a, where the
distance is expressed through space integrals of the partial pair correlation functions
gab rð Þ � 1 are relevant in regards to the thermodynamic factor U. In a similar
manner quantifies our expression for S0 the kinetic effect on collective diffusion in
terms of the relative difference in the decay of single-particle dynamics of different
species with time phrased via the time integrals of the velocity autocorrelation

functions of different species, as m2
1D

2
1 þm2

2D
2
2�2m1D1m2D2

m2D1D2
(see (7.25) and (7.26)).

Consequently, S0 ¼ 1þ c1c2
m2

1D
2
1 þm2

2D
2
2�2m1D1m2D2

m2D1D2

h i�1
expresses the kinetic factor

of the interdiffusion coefficient given by (7.39). Eventually, in binary melts, W12
kBT

accounts for cross-coupling between thermodynamic and collective kinetic effects
in the interdiffusion processes. Indeed, it captures, according to (7.28), the decay
peculiarities of both space and time dependent correlations in dynamics of species
in a binary melt. Nevertheless, further and extensive study of the properties of the
factor W12

kBT
are needed to propose any more quantitative claims.

7.4 Conclusion

Analysis of diffusion kinetics in binary melts with mixing tendency as well as
demixing tendency were carried out in the framework of the Mori-Zwanzig for-
malism. For the first time, the Onsager coefficient for mass transport has been
related to the two self-diffusion coefficients of species in binary melt through an
analytical expression. The expression serves as an exceptional alternative option to
the well-known Darken equation. We presented the derived expression that includes
the correction factor S to the Darken equation.

Additionally, the correction factor S appears to break down into the product of
two other factors as: S ¼ S0 1þW12=kBTð Þ. The first factor S0 � 1 is expressed in
terms of the ratio of the tracer diffusion coefficients D1=D2, the ratio of the atomic
masses m1=m2, and the alloy composition. The second factor 1þW12=kBTð Þ is
related to a collective energy generation-dissipation effect (term W12=kBT) due to
the correlations between fluctuations of the interdiffusion flux and the force caused
by the difference in the average random accelerations of atoms of different species.
Evaluation of the recognizable different behaviour of the correction factor S for
melts in regards to their tendency of mixing shows that for binary mixing melts
exhibiting mixing tendency (i.e. Ni–Al and Ni–Zr melts) the correction factor
should typically be S\S0 ðW12\0Þ, while for binary melts where precursors of
liquid–liquid demixing are important (such as Cu–Ag melts) the correction factor
should be S[ S0 ðW12 [ 0Þ. In the case of thermal equilibrium it was pointed out
that for the correction factor 0� S� 2S0, due to a constraining effect of the energy
of thermal fluctuations ð W12j j � kBTÞ.

In addition, the extensive results of this study can be utilized to establish a
concept of a binary liquid random alloy for which W12 ¼ 0, so that the correction
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factor S ¼ S0. A systematic comparison of results of binary systems with mixing
tendency i.e. Ni–Al melts and Ni–Zr melts, as well as demixing tendency i.e. Cu–
Ag, which has shown opposite behaviour of the correction factor S and its con-
tributions of S0 and W12=kBT . Concluded with S\S0 ðW12\0Þ for binary mixing
melts with chemical ordering and S[ S0 ðW12 [ 0Þ for binary demixing melts.

Lastly, this study and the related theory significantly supports analysis for better,
more in-depth interpretation of recent experimental data [17] on the correction
factor to the Darken equation in Al-rich Ni–Al melts.
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Chapter 8
Advanced Monte Carlo Simulations
for Ion-Channeling Studies of Complex
Defects in Crystals

Przemyslaw Jozwik, Lech Nowicki, Renata Ratajczak,
Cyprian Mieszczynski, Anna Stonert, Andrzej Turos,
Katharina Lorenz and Eduardo Alves

Abstract This chapter describes the most important features of computational
software called ‘McChasy’, which is a Monte Carlo (MC) simulation code devel-
oped for the evaluation of the Rutherford Backscattering Spectrometry data, in
particular, recorded in the channeling mode (RBS/C). RBS/C is an experimental
technique used in the analysis of defects in single crystals. Lattice distortions affect
materials modified by ion beams or exposed to irradiation. Therefore, the analysis
of damage in crystals is of high importance in materials science. Various types of
defects can be created due to the interaction of ions with targets. However, RBS/C
has different sensitivity to each of them so the analytical analysis of experimental
data is hardly possible. MC simulations are a powerful tool used to overcome this
limitation. The McChasy code simulates the movement of light ions in crystals. The
software provides a fitting procedure of RBS/C spectra based on independent depth
profiles of different defect types: interstitials, edge dislocations, substitutions,
stacking faults or grain boundaries. The code works well not only with materials
containing complex defects but also with heterostructures and superlattices. Recent
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improvements of the code include a unique approach of 3D-interaction between
ions and target atoms. Application of the McChasy code in the analysis of crystal
defects is described and possible ways of its further development are pointed out.

8.1 Introduction

8.1.1 Interaction of Ion Beams with Materials

Ion beams are a powerful tool widely used in materials science. Their practical
application depends primarily on energy and atomic number Z of ions [1]:

(i) ion deposition (*10–100 eV): ions can rest on a substrate surface and grow
into an epitaxial layer;

(ii) sputtering (*1 keV heavy ions): by absorbing energy from ions, some target
atoms localized on the surface or near the surface can be ejected;

(iii) ion implantation (*100–350 keV): ions are injected into a substrate up to
low concentrations in order to modify its properties;

(iv) ion beam analysis (light ions of the order of MeV): ions penetrate the
material and interact with the target giving rise to a family of different
techniques. In the Rutherford Backscattering Spectrometry (RBS) technique
discussed in this chapter light projectiles are backscattered by target nuclei;
energy spectra of backscattered ions give information about the scattering
elements and (in some conditions) also about lattice distortions;

(v) swift heavy ions (mass >40 amu and energies >1 MeV/amu): ions naturally
existing in the cosmic radiation or created in accelerators or nuclear fission—
they interact with the target by electronic excitations, in some cases even-
tually leaving characteristic tracks behind.

This chapter is focused on ion-solid interactions mentioned above in (iii) and
(iv).

When penetrating a material, ions lose their kinetic energy due to interactions
with target atoms. The process of energy loss can be understood as a series of
collisions of the ions with nuclei and electrons, leading also to deflections of the
ions from their primary directions of motion. Two mechanisms of the interactions
are usually distinguished and their separation is a good approximation [2]:

• electronic (dominant for high energy and low Z of ions): electrons absorb small
amounts of energy from the ions and as a result, they are excited or ejected; ion
trajectories are only slightly changed, lattice disorder created in this process is
negligible;

• nuclear (dominant for low energy and high Z of the ions): large amounts of
energy are transferred from the ions to the target atoms as a whole; deflections of
the ions are considerable, lattice disorder created in this process is significant;
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Nuclear interactions are dominant for the ion implantation process. This results
in the formation of different types of defects in implanted structures. Nevertheless,
this technique is of high importance in materials science being a powerful tool for
materials modification (e.g. doping by ion implantation). Analysis of damage
buildup upon ion bombardment is thus an important problem.

8.1.2 Ion Beams in Material Analysis: RBS and RBS/C

One of the fundamental methods used in ion beam analysis of damage in
monocrystalline structures is RBS in channeling conditions (RBS/C). It has been
used in studies of post-implantation lattice distortion in different materials for more
than 50 years [3]. The method uses beams of light ions (usually 4He+, 3He+, 1H+ or
2H+) with energies of the order of MeV.

When penetrating a material, the ions can be scattered by target atoms if their
impact parameters are small enough to allow a nuclear interaction (e.g. *10−14 m
for MeV 4He ions). Participating in such a collision, the ion transfers a part of its
kinetic energy Ei to a target atom. Its kinetic energy after an event with the atom is
Ef ¼ k m;M; hð ÞEi, where the parameter k is called kinematic factor and is given by
[2]:

k m;M; hð Þ ¼ m cos hþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 � m2 sin2 h

p

mþM

 !2

; ð8:1Þ

where m;M are the masses of the ion and the target atom, respectively, and h is the
deflection angle of the ion. The kinetic energy T absorbed by the atom is given by
[2]:

T ¼ 4mM

mþMð Þ2 sin
2 h
2

" #
Ei: ð8:2Þ

The backscattered ions can be detected at a certain angle. Subsequently, their
energy spectrum (backscattering yield as a function of the energy) can be plotted.
According to formula (8.1), the energies of backscattered ions depend on the mass
of the target atom and the chosen angle of detection (which refers to the
backscattering angle h). The mass resolution increases with the backscattering angle
up to 180°. Sufficient resolutions are usually obtained for detection angles between
140° and 170°.

The maximum energy that can be detected in a backscattering experiment using
an ion beam of the energy E0 interacting with target atoms of the mass M is
Emax ¼ k m;M; hð ÞE0, provided that the target atom is localized on the surface. The
detected energy of the ion scattered at some depth from the surface is always

8 Advanced Monte Carlo Simulations for Ion-Channeling Studies … 135



smaller than Es due to the energy loss that the ion experiences before the collision
and during the way to the detector.

For amorphous or polycrystalline structures the intensity of the backscattering
yield (called random) is high. In the case of monocrystalline samples, the random
spectrum can be accomplished e.g. by rotating the crystal during the measurement.
If one of the main crystallographic directions remains aligned with the beam, the
ions can move along channels formed by surrounding atomic rows. In such
channeling mode, the probability of backscattering significantly drops—the
backscattering yield in the aligned spectrum is low. The aligned spectrum recorded
for non-ion-bombarded monocrystals is called virgin. It usually drops as low as 2–
5% of the random spectrum yield for some crystallographic directions of good
crystalline quality samples.

8.1.3 Studying of Defects by Ion Channeling

The movement along channels can be kept as long as the angle between the ion
momentum and the channeling direction is kept below the critical angle wc, which
is of the order of *1°. The presence of defects significantly affects the channeling
process causing deflections of the beam much exceeding the critical angle. As a
result, the count rate in the aligned spectrum significantly increases. The shape of
the spectrum can give qualitative information about the defect kind, e.g. a char-
acteristic damage peak is a manifestation of point defects, uncorrelated clusters or
amorphous regions.

In order to quantitatively evaluate RBS/C spectra recorded for ion-bombarded
crystals, the Two-Beam Approximation (TBA) is often applied [4]. In this
approach, the ion beam used in the RBS analysis is assumed to consist of two
fractions: the random fraction and the aligned (channeled) one. In the presence of
defects two mechanisms contribute to increasing the intensity of the measured RBS
spectrum:

• dechanneling: ions from the aligned fraction are deflected into a random
direction thus increasing the random fraction; the probability of dechanneling
depends on the defect density at a given depth nD(z) and can be described by a
defect dechanneling factor rD;

• direct scattering: ions from the aligned fraction are instantly backscattered by
displaced atoms; the intensity of the process depends on nD(z) and on an
associated defect scattering factor f.

Both factors rD and f are characteristic for every type of defects. For example,
dislocations have a very low contribution to direct scattering (f approaching zero)
and reveal the high impact on dechanneling of ions, while point defects contribute
to both mechanisms (with the value of f reaching unity). In contrast to point defects,
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dislocations provide few scattering centers and cause rather a strained distortion of
the surrounding structure.

Moreover, rD shows a high dependence on the energy of the ions: *E1/2 for
dislocations, *E−1 for point defects and approximately constant in the case of
stacking faults [1]. Therefore, because the ions lose their energy while penetrating
the substrate, the probability of dechanneling resulting from dislocations drops,
while it increases in the case of point defects.

8.1.4 Computer Simulations for Ion Beam Analysis

RBS/C spectra contain combined signals from all defects in the analyzed structures.
Detected ions do not carry enough information to reproduce precisely the
backscattering occurrences. Therefore, the analytical evaluation of the channeling
spectra by means of the Two-Beam Approximation is highly limited. It is often
performed on the assumption that only one type of defect is present or dominant.
However, it is not true in most cases of post-implantation damage. Moreover, even
if the depth-profile of defects is obtained from backscattering yield, it is hard to
assign to it any physical unit. Instead, the term “relative disorder” is often in use. It
was required to involve other computational techniques in order to provide a proper
evaluation of RBS/C spectra.

Obtaining quantitative information about the presence of different types of
defects from RBS/C data is a challenge, especially in the case of heterostructures or
superlattices. This task becomes feasible by means of computer simulations.

Like games in the world-famous Casino de Monte-Carlo in Monaco, the Monte
Carlo (MC) simulations are a class of computational algorithms based on ran-
domness. The obtained result is the average over many individual events. The MC
simulations have been successfully used for years in materials science, in particular
in the ion beam analysis, e.g. as a powerful computational tool for evaluation of
RBS and RBS/C data [3].

The use of the MC simulations in ion channeling studies was inspired by Barrett
[5]. In his pioneering work, he proposed the sampling of scattering probability
distribution to calculate the integral RBS spectrum. This probability distribution is
known as nuclear encounter probability (NEP). It is the measure of a chance that
the ion is scattered by an encountered atom and is calculated for every single
ion-atom interaction. The cumulated distribution of the scattering probability can be
eventually converted into an RBS spectrum. Moreover, NEP can also be used in
simulations of such phenomena as nuclear reactions or atomic recoils.

Computer codes developed to simulate ion trajectories in crystalline structures
consider the ion movement as a series of collisions with target atoms in frames of a
screened Coulomb potential with a carefully chosen screening function. Binary
Collision Approximation (BCA) is usually applied for this purpose. For each
iteration, the ion interacts with the nearest atom selected among all atoms whose
impact parameters are below the predefined limit [6]. After the collision, the ion
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loses some amount of its kinetic energy, changes its direction of motion and moves
along the new straight path with the origin in the point of the closest approach. The
influence of more distant atoms can be taken into account by applying additional
models of the interaction.

MC simulations require prior creation of virtual cells of target structures, con-
taining coordinates of atoms. The cells are periodically repeated during the simu-
lation process. The size of the cells varies depending on the MC software used to
work with them. In relatively small virtual structures (of the size of few/few tens of
lattice constants) defects can be introduced during the simulation process as
modifications of the structure. Models of different types of defects must be carefully
developed and implemented into the source code of MC software.

On the other hand, Molecular Dynamics (MD) allows creating much larger
virtual structures (of the order of hundreds of nm), based on known interatomic
potentials for multi-body interactions. Such arbitrary structures can contain different
types of defects of known nature and concentration. By simulating the movement of
ions in such structures, the associated MC software can reproduce channeling
spectra. The main limitation of this technique is the usage of time and huge
computer memory.

Many MC and MD codes have been developed for use in RBS/C spectra
evaluation [5, 7–16]. Reviews of some of them are provided in [3, 17, 18]. The
main limitation of the majority of these codes is that they take into account only
simple defects. However, simulations by Zhang et al. on MD-created arbitrary
structures are the evidence that extended defects have a big impact on the intensity
of RBS/C spectra and should not be neglected in the analysis [8].

One of the most powerful MC codes to evaluate ion channeling spectra is called
‘McChasy’. The acronym stands for Monte Carlo CHAnneling SYmulation (where
the letter ‘Y’ comes from the Polish translation of the word “simulation”). The
greatest virtues of the code are computing of separate contributions from point
defects and edge dislocations to the simulated spectra as well as the possibility to
run it on common PCs [16].

This chapter is devoted to describing the technical aspects of MC simulations
available in the McChasy code, which has been recently significantly improved. Its
last features include:

• 3D computing of thermal vibrations of target atoms,
• 3D determination of impact parameters of channeling ions,
• use of a rotation matrix for different orientations of dislocations,
• use of a script for Microsoft Excel to obtain dislocation parameters of dislo-

cations from high-resolution Transmission Electron Microscopy (HRTEM)
micrographs,

• consideration of Xe bubbles formed in UO2.

The chapter is organized in sections describing features of the McChasy soft-
ware: basic principles (Sect. 8.2), 3D interactions (Sect. 8.3), defect models
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(Sect. 8.4) and selected examples (Sect. 8.5). Section 8.6 summarizes the latest
improvements in the code. The previous states of the McChasy code have been
reported in [10, 13, 16].

8.2 McChasy—The Principles

The McChasy code has been written to run on common PCs in the Windows
environment. It uses MC simulations to reproduce trajectories of light MeV ions
(4He, 2H, and 1H) in monocrystalline structures. It is run by an input file prepared
by the user (a SIP file: Simple Input Protocol). The file contains commands that
regulate simulations (if not provided, the default values are loaded). The most
important input parameters to be provided to the code are presented below:

– the energy of the beam (0.8–3.5 MeV) and energy resolution,
– calibration of the energy channels width and offset,
– backscattering angle,
– the sample structure,
– defect profiles,
– initial dispersion and straggling of the beam,
– scattering on electrons and local energy loss corrections.

8.2.1 Structure Preparation

The mechanism used in the McChasy code to calculate interactions of channeled
ions with target atoms is based on modified BCA. The ion interacts in sequence
with monolayers of atoms as shown in Fig. 8.1. The code takes into account not
only the influence of the nearest atom but also the more distant ones within the

Fig. 8.1 The scheme of Planar Scattering Approximation. The ion (red ball) undergoes a series of
interactions with monolayers of atoms (navy balls)
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monolayer. This mechanism can be called Planar Scattering Approximation
(PSA) and is described in detail in Sects. 8.2.2 and 8.2.3.

It is required to create a small virtual cell prior to beginning MC simulations with
the McChasy code. The cell contains a certain number of monolayers and is
periodically repeated while the movement of the channeled ion is simulated. The
code modifies the cell ‘in situ’ by applying thermal vibrations of atoms (described
in Sect. 8.2.4) and certain defects at the desired depth, if defined by the user. The
types of defects available in the McChasy code are described in Sect. 8.4.

In order to create the virtual cells, the McChasy code is associated with a
software called Structure Preparation. The code performs symmetry operations
based on a defined unit cell and a given space group to calculate the positions of
atoms. Subsequently, the atoms of the same z-coordinate are grouped in monolayers
perpendicular to a chosen crystallographic direction and their x, y, z coordinates are
saved in a separate file.

The number of monolayers necessary to describe a certain crystal structure is the
minimum value required to provide the periodicity of the virtual cell. It depends on
the complicacy of the structure and the chosen crystallographic direction. It varies
from two monolayers for [001] in cubic crystals up to e.g. 76 monolayers for [011]
in U4O9 or 67 monolayers for [−201] in Ga2O3.

The radius of the monolayers in the plane orthogonal to the chosen direction
usually does not exceed 1 nm. Exemplary virtual cells for [0001] ZnO and [001]
SrTiO3 are shown in Fig. 8.2. In the case of ZnO four monolayers consisting of the
series of Zn, O, Zn, O are required. The virtual cell of SrTiO3 consists of two
monolayers, the first one is built of Ti and O atoms, the second of Sr and O atoms.

8.2.1.1 Virtual Channel of Motion

There is a virtual central parallelogram defined in every structure file. Its x and
y coordinates are calculated based on the translation vectors u and w of the
structure. The vectors u and w are determined by the Structure Preparation code for
an XY plane perpendicular to a given crystallographic direction. The origin of the
XY coordinate system is located at the intersection of the parallelogram’s diagonals
and the coordinates of its corners are calculated in relation to the origin of the XY
coordinate system from the relations: (−1/2u−1/2w; −1/2u+1/2w; +1/2u+1/2w; +1/
2u−1/2w). The parallelogram contains at least one atom of the structure.

The position of the simulated ion at every monolayer of atoms is always kept
within the area of the parallelogram. If the ion crosses a parallelogram’s border, it is
moved to the equivalent position at the opposite side using the translation vectors.
This method allows using relatively small monolayers of atoms. The radius not
exceeding 1000 pm is enough in all the cases, not exceeding 500 pm in most of the
structures. However, the Structure Preparation code is prepared to create much
larger monolayers, if needed.
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8.2.2 Deflections

The movement of an ion in the matter can be considered as a series of many events
(collisions) involving two bodies (the ion and subsequent target atoms) with a
central force interaction between them. In the center of mass frame, the atoms are
motionless and the ion impinges on each of them with a specific impact parameter
b. Depending on b, the potential of interaction and relative energy, the ion can be
deflected from the initial direction at an angle h.

It is possible to find the dependency h(b) analytically only in particular situa-
tions, like potentials proportional to r−2, where r is the distance from the scattering
center, e.g. the Coulomb potential VC(r). In the case of interatomic interaction, the
Coulomb potential of nuclei is screened by electrons; therefore the problem
becomes more complicated.

Fig. 8.2 Virtual cells created by the Structure Preparation code associated with the McChasy
code: a projection along the [0001] channeling direction for ZnO, b side view of the cell created
for [0001] ZnO, c projection along the [001] channeling direction for SrTiO3, d side view of the
cell created for [001] SrTiO3
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The interatomic potentials are connected to the Coulomb potential by the
screening function v(r):

V rð Þ ¼ Vc rð Þv rð Þ ð8:3Þ

Different screening functions have been reviewed in [2, 10]. Scattering of ions in
the McChasy code is based on the Ziegler-Biersack-Littmark (ZBL), also called the
Universal potential with [19, 20]:

vZBL xð Þ ¼ 0:1818 exp �3:2xð Þþ 0:5099 exp �0:9423xð Þ
þ 0:2802 exp �0:4028xð Þþ 0:02817 exp �0:2016xð Þ; ð8:4Þ

where x ¼ r=aU is the reduced distance defined by the universal screening length
aU:

aU ¼ 0:8854a0
Z0:23
1 þ Z0:23

2

� � ; ð8:5Þ

where a0 = 0.05292 nm is the Bohr radius.
The solutions of the deflection function h(b) were found for closely 12 thousand

values of b for every element between He and U and tabularized for further use in
the McChasy code. Two ways of calculating h(b) werse used. For far interactions
(small deflection angles, e.g. below 2.35 � 10−4° for Li and 0.037° for U) the
momentum approximation based on the Gauss–Mehler quadratures was applied
[21]. For close interactions (large deflection angles) the numerical method of
integration of the equations of motion using the Euler–Cromer approach was used
[22, 23].

During the simulation process, the code calculates impact parameters of ions and
from the table of the deflection angles picks the corresponding value of h. The final
deflection angle is averaged over the interactions with atoms in the monolayer of
atoms to determinate the new direction of the ion movement. Subsequently, the
point of impact onto the next monolayer is found.

In the PSA approach, impact parameters are calculated in 2D, within a plane
perpendicular to the channeling direction and associated with a given monolayer of
atoms. Thermal vibrations of atoms are applied also in 2D, within the plane. More
details about this procedure are provided in Sect. 8.3.1.

8.2.3 Energy Loss

The McChasy code uses tabularized values of the stopping power as calculated by
the SRIM code (used by default) [9] or by the RUMP code (optionally) [11]. The
energy of ions is updated at every monolayer, after the determination of deflection
angles. In the case of simulations of ion channeling, the code takes into account the
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classical Lindhard approach: the stopping power depends on the local concentration
of atoms as well as the local concentration of electrons. For the channeled ions in
compounds, the Bragg’s rule is assumed: cross-sections of the random stopping
from core electrons, valence electrons, and plasmon excitations contribute addi-
tively for every element [24].

8.2.4 Thermal Vibrations

Thermal vibrations of the target atoms are applied by the McChasy code as addi-
tional random displacements added to the equilibrium positions of the atoms. They
are calculated for all three dimensions xi from the commonly used Gaussian dis-
tribution [25]:

T xið Þ ¼ 1ffiffiffiffiffiffiffi
2u2i

p exp � x2i
�2u2i

� �
; ð8:6Þ

where ui is the standard deviation of atomic displacement in the given direction. Its
value should be calculated before the simulations, e.g. based on the Debye theory.

Once u is known, the amplitude of the thermal vibrations can be applied as an
input parameter provided in the SIP file. In this case, also the initial density of
defects in unimplanted crystals can be evaluated by fitting the virgin spectrum with
MC simulations made with an assumption of some low defect density.

However, the Debye theory can hardly be applied for compound structures so in
most cases the real amplitude of thermal vibrations remains unknown. This problem
can be solved in the McChasy code by assuming the amplitude of the thermal
vibrations as a free parameter that can be adjusted before the simulations of
damaged samples.

For this purpose, the channeling spectrum recorded for the high-quality pure
crystal upon a possibly best alignment of the beam must be simulated with different
values of the amplitude of the thermal vibrations until the best fit is obtained. The
corresponding value is kept for all other simulations performed for this material, in
particular, the simulations of the spectra recorded for ion-bombarded samples. The
default value of the amplitude of the thermal vibrations is 10 pm and should be
reasonably changed around this value.

8.3 McChasy—3D Interactions

The newest version of the McChasy code has been modified taking into account
3-dimensional interactions between channeling ions and target atoms. The model of
3D interactions is an attempt to combine advantages of the BCA and PSA
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computational methods described in Sects. 8.1.4 and 8.2.1 resulting in the more
realistic determination of trajectories of channeling ions.

McChasy performs MC simulations on the structure file containing monolayers
of atoms. The code reads the structure file and performs a series of procedures that
are repeated when the channeling ion reaches each subsequent monolayer:

I. Based on the current position of the ion and its momentum, the impact point
onto the closest monolayer is calculated. For the interaction with the sur-
face, this point is picked randomly within the virtual central parallelogram.

II. For every atom in the monolayer, the distance between the nucleus and the
ion impact point is calculated in order to reject those atoms that are too far
to interact with the ion. The limit is determined separately for every element
based on the maximum impact parameters included in the deflection tables.

III. If requested by the user the positions of the atoms are modified according to
a desired type of defect—applying defects during the simulation process is
described thoroughly in Sect. 8.4.

IV. For all atoms selected to interact with the ion, their thermal vibrations are
applied according to the formula (8.6).

V. Taking into account the direction of the ion, its impact parameters for each
selected atom are determined. In contrary to the PSA method, the impact
parameters are now calculated in 3D.

VI. Dependent on the impact parameter, the corresponding deflection angle is
read from the deflection table for a certain element. The final deflection is
averaged over all interacting atoms in the monolayer.

VII. The new ion direction is now used to determine the impact point on the
subsequent monolayer.

VIII. Independently, for every atom selected to calculate the interaction, the NEP
is determined and cumulated in memory.

8.3.1 Impact Parameters in 2- and 3-Dimensions

The impact parameter calculated in 3D is the smallest distance between the current
position of the atom (after the thermal vibrations applied) and the line determined
by the direction of the ion motion. Selected 3D impact parameters are denoted as
green lines in Fig. 8.3. The corresponding impact parameter evaluated in the PSA
approach is the distance between the position of the atom (nucleus) and the impact
point of the ion on the plane of the monolayer of atoms (red lines in Fig. 8.3).
However, in the PSA approach, the thermal vibrations of atoms are calculated also
only in 2D (over the XY plane orthogonal to the crystallographic direction z chosen
as the channeling direction). Therefore, the 2D position of the atom refers to the
plane projection of the 3D position of the atom with the 3D thermal vibrations
applied.
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Because of this fact, in most occurrences of the ion-target interactions during the
ion channeling process the 3D impact parameters are smaller than those obtained in
the 2D approximation. This should result in stronger dechanneling of channeled
ions and higher count rates in the RBS/C spectra (if all other parameters remain
unchanged).

Indeed, Fig. 8.4 shows RBS/C spectra simulated by the McChasy code in frames
of the 2D and the 3D approach for [0001] ZnO with an arbitrary depth-profile of
randomly displaced atoms shown in Fig. 8.5 applied. The defect profile was also
multiplied by factors 2, 3 and 4 to obtain different maximum values of defects: 25,
50, 75 and 100%. The principles of MC simulations in the presence of defects is
described in Sect. 8.4.

The intensity of the RBS/C spectra shown in Fig. 8.4 simulated in frames of the
3D approach is higher, especially for low concentration of defects. In the energy
range corresponding to a damage peak (around 1.25–1.5 MeV), differences
between spectra simulated in the 2D and the 3D approach become smaller when
defect density increases and vanish in the case of 100% defects. However, stronger
dechanneling is responsible for the higher intensity of the 3D spectra behind the
damage peak (below *1.25 MeV). The differences between the 2D and the 3D
approach become even more visible with the increase of thermal vibrations
amplitude.

Despite some differences between simulations performed using the 2D and the
3D approach, the 3D method does not invalidate previous defect analysis done with

Fig. 8.3 Exemplary impact parameters of the ion (red ball) relative to different positions of the
atom (small blue balls) as coming from the thermal vibrations around the equilibrium position (big
blue ball). The blue gradient circle around the equilibrium position refers to the area of possible
thermal vibrations (applied with Gaussian distribution). The impact point of the ion onto the
monolayer is denoted by an empty red circle. Green solid lines refer to 3D impact parameters,
while red solid lines refer to 2D impact parameters. The purple dash-dotted line refers to the
positions of the atom, at which 2D and 3D impact parameters are equal
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pure PSA. Some defect profiles obtained previously using only 2D approach may
be considered slightly overestimated; however, the main conclusions relating to
damage buildup in crystals remain valid.

8.4 McChasy—Defects

As mentioned in Sect. 8.3, defects are considered during the simulation process
before the determination of the impact parameters of the channeled ion (point III on
the list). Several types of defects can be taken into account in the McChasy code.

Fig. 8.4 Channeling spectra simulated for [0001] ZnO with the McChasy code using 2D and 3D
approach. Simulations were performed for 2 MeV 4He ions and scattersing angle 165°. Thermal
vibrations were set to 7.0 pm for Zn and 17.5 pm for O. The thickness of the sample was set to
800 nm. The random spectrum was simulated in the mode of rotation around the [0001] axis with
the tilt angle 4°. For aligned spectra four defect profiles were applied: one of them, with the
maximum concentration of 25% of defects, is shown in Fig. 8.5 (RDA 25), the others were created
by multiplying the RDA 25 by 2 (RDA 50 with maximum 50% of defects), 3 (RDA 75 with
maximum 75% of defects) and 4 (RDA 100 with maximum 100% of defects). Solid lines refer to
3D simulations, dashed lines refer to 2D simulations. For the sake of clarity, only the signal from
Zn atoms is shown
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8.4.1 Point Defects

8.4.1.1 Substitutional Atoms

Based on a given depth-distribution the McChasy code substitutes a certain number
of target atoms by the desired element (elements). The impurity atoms always
occupy substitutional lattice site locations. This feature works well for simulations
in the random spectrum mode and allows getting information about the impurity
concentration. In the aligned spectrum mode, some signals can be missing due to a
lack of impurity atoms in interstitial positions of the lattice.

However, if other types of defects are applied then the impurity atoms are treated
equally as the atoms they substituted—the same percentage of them is affected
depending on the concerned defect.

The depth profile of substituting atoms can be obtained by complementary
computing software (e.g. SRIM) or with the McChasy code using the trial-and-error
procedure. In the latter case, the code calculates the random spectrum based on a
given profile of impurities and the user compares it with experimental data until a
satisfactory fit is obtained.

Fig. 8.5 Depth profile of randomly displaced atoms applied for MC simulations to obtain the
RDA 25 spectrum shown in Fig. 8.4. The profile was also multiplied by 2, 3 and 4 to obtain other
maximum concentrations of defects: 50% (the RDA 50 spectrum), 75% (the RDA 75 spectrum)
and 100% (the RDA 100 spectrum)
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8.4.1.2 Interstitials

If this type of defect is to be taken into account, the McChasy code displaces some
single atoms from the monolayer. At first, for every atom, the code determines the
probability that the atom is shifted from its equilibrium position. The probability is
based on the given depth-distribution defined in the SIP file (and expressed as the
percentage of interstitials vs. depth). If the atom is selected as defected, the code
calculates its additional displacement in one of the four ways:

– Randomly Displaced Atoms (RDA): the atomic displacements are random
values calculated over the atomic monolayer; this is the default kind of point
defects in the McChasy code,

– Gaussian distribution: the displacements are calculated in 2D around the equi-
librium position of the atom with the probability based on the Gaussian distri-
bution; the amplitude of the function is defined by the user within the range
0.01–50 pm,

– Distribution over a disk: atoms are tossed with equal probability over a disk of
the radius defined by the user within the range 0.01–50 pm,

– Distribution over a ring: atoms are tossed with equal probability over a ring of
the radius defined by the user within the range 0.01–100 pm.

Interstitials should be used in the McChasy code with caution and with support
from other techniques since it is possible to fit practically any experimental RBS/C
spectrum using only point defects. However, the results may not have any physical
meaning.

8.4.1.3 Vacancies

Vacancies or voids can be taken into account as a combination of substitutions and
interstitials. The McChasy code contains a table of elements and one of the ele-
ments is called Vo. It has zero mass and zero charge and was introduced to use as a
vacancy substituting a target atom.

To use this type of defects during simulations, the SIP file must contain a
depth-profile determining distribution of Vo. Based on the postulated percentage,
random target atoms will disappear from the monolayer.

8.4.2 Edge Dislocations

8.4.2.1 The Model

The model of the edge dislocations (DIS) implemented in the McChasy code is
based on the Peierls–Nabarro model [26–28]. An extra half-plane of atoms affects
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adjacent atomic planes causing a characteristic bending. The shape of the bent
planes can be parametrized by the arctan function. Appropriate atomic displace-
ments follow the equation:

u zð Þ ¼ D
p
arctan g z� pð Þð Þþ q; ð8:7Þ

where z refers to the axis of the channeling direction, the vector [p, q] refers to the
position of the inflection point of the function, D is the distance between the
asymptotes of the arctan function and g is the parameter related to D by the relation
[29]:

g ¼ p tang=D; ð8:8Þ

where η is the bending angle defined as the angle between the tangent to the arctan
function at the inflexion point and the arctan asymptotes. The geometrical inter-
pretation of the parameters D and η is shown in Fig. 8.6.

Fig. 8.6 A scheme of an
arctan function showing the
geometrical interpretation of
the parameters D and η
required to determine the
arctan function using
formulas (8.7) and (8.8)
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The parameters D and η can be found based on high-resolution Transmission
Electron Microscopy (HRTEM) images or structures created by MD. The bent
atomic planes, deformed due to the presence of a dislocation, are visible on the
HRTEM cross-sectional micrographs as bent atomic planes. Dislocation-containing
structures created by MD can also be adjusted by any graphical software to show a
desired crystallographic orientation. Such 2D images can be analyzed by a script
dedicated to working in the Microsoft Excel environment which is distributed with
the McChasy code [30, 31]. The script allows the fitting of the arctan function to
atomic planes bent due to the presence of dislocation.

The bending radius of the atomic planes adjacent to the dislocation extra
half-plane tends to become smaller when the plane distance in the normal direction
from the dislocation line increases. This tendency results in a decrease of the
parameters D and η and was measured for three structures: Al0.4Ga0.6N (AGN),
SrTiO3 (STO) and ZnO. As reported in [30], the decays of the parameters D and η
for these three materials follow the following relations:

DSTO rð Þ ¼ 194 exp � r � 1
42

� �
; ð8:9Þ

gSTO rð Þ ¼ 9:7�r�0:96; ð8:10Þ

DAGN rð Þ ¼ 187 exp � r � 1
7:7

� �
; ð8:11Þ

gAGN rð Þ ¼ 32�r�0:91; ð8:12Þ

DZnO rð Þ ¼ 166 exp � r � 1
10:9

� �
; ð8:13Þ

gZnO rð Þ ¼ 60�r�1:04; ð8:14Þ

where r refers to the distance from the dislocation line in the direction normal to the
extra half-plane of atoms and is an integer multiple of the planar spacing for this
direction. The values of D are expressed in pm. More details, in particular values of
uncertainty, can be found in [30].

There are some differences between the three studied structures as it appears
from formulas (8.9)–(8.14). The most important is related to the decays of the
parameter D, which decreases to a value D0e

−1 at very different distances from the
dislocation. In the case of hexagonal structures, AGN and ZnO the decay is very
rapid, while in the case of STO the D decreases relatively slow, reaching the value
D0e

−1 on the 43rd plane from the dislocation edge.
A concentration of dislocations is usually expressed in cm−2 (or m−2). The unit

comes from a typically used method of evaluation of their concentration. Chemical
etching can reveal some dislocations. Due to different dissolution rates, there are
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pits formed around the dislocation edges crossing the exposed surface. By counting
them, the dislocation density r can then be expressed as the number of dislocations
per unit area.

8.4.2.2 Implementation in the McChasy Code

The McChasy code converts the dislocation concentration postulated by the user in
the SIP file from cm−2 into a certain number of dislocation lines per lm k. This
parameter can be understood by analyzing Fig. 8.7. There is a cylinder constructed
around the virtual channel of the motion of the channeled ion. The length of the
cylinder is L and its radius is n � a, where a is the lattice constant for a chosen
direction perpendicular to the channeling direction z and n is its integer multiple
defined by the user.

For L = 1 lm the motion of every ion traveling inside the virtual channel is
affected by the presence of k dislocations, which distort the structure around the
virtual channel. The dislocation lines are represented by blue solid lines in Fig. 8.7.

Fig. 8.7 The scheme of the dislocations as implemented in the McChasy code. The dislocation
lines (blue solid lines) intersect a cylinder created around the virtual channel of the channeled ion
motion. Some dislocation lines intersect the axial cross-section of the cylinder and can be detected
in an etching experiment as pits (red dots). However, some dislocation lines do not intersect the
axial cross-section but still distort the structure that influences the ion movement
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At the current state of the McChasy code, only limited orientation of dislocations
are taken into account: two possible orientations in cubic structures (dislocation
lines are perpendicular to the channeling direction and relative to each other) and
three orientations in hexagonal structures (dislocation lines are perpendicular to the
channeling direction and at 120° relative to each other).

Let now the axial cross-section of the cylinder be an etched surface. The pits
created by the chemical etching are marked as red dots in Fig. 8.7. However, some
dislocations intersecting the cylinder do not intersect the etching surface. Therefore,
they would not show up in an etching experiment but they do influence the ion
channeling. Since the dislocations in the McChasy code are tossed uniformly, the
relation between the dislocation density r and k is:

r ¼ k
ffiffiffi
2

p

4na
cos aþ cos 90� � að Þð Þ ð8:15Þ

for cubic structures and

r ¼ k
3na

cos 60� þ að Þþ cos aþ cos 60� � að Þð Þ ð8:16Þ

for hexagonal structures. In both cases, a is the smallest angle between the etching
surface (the axial cross-section of the cylinder) and the chosen dislocation line. The
maximum values of r are obtained for a ¼ 45� for cubic and a ¼ 0� for hexagonal
structures, respectively.

Based on a depth-profile of dislocations postulated by the user, the McChasy
code calculates the number of dislocation lines per defined depth intervals. Then,
within each depth interval, the code randomly draws for every dislocation: its depth,
its distance from the virtual channel of motion and its orientation.

During simulations, for every target atom considered as interacting with the
channeled ion, the code calculates the parameters of the arctan function referring to
the atomic row containing the considered atom. Then, the atom displacement is
determined from the formula (8.7).

The displacement vector is rotated using a rotation matrix according to the drawn
orientation of the dislocation. Eventually, the atom is shifted from its equilibrium
position and subsequent points from the list discussed in Sect. 8.3 are executed (IV–
VIII).

8.4.3 Grain Boundaries

If desired, the grain structure in textured samples can be considered during the MC
simulations. The user must define the size of the grains as well as the shift and the
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tilt angle between the grains at the grain boundary. This defect is available in the
McChasy code in limited condition: only two different orientations of the grains are
possible to be defined.

8.4.4 Stacking Faults

Stacking faults are implemented in the McChasy code as a lateral displacement
between two subsequent monolayers of atoms. The user defines values x, y of the
shift (in the plane orthogonal to the channeling direction) and the distance between
the successive stacking faults.

The faulted monolayer is either simply displaced by the defined values x and y,
or shifted and also rotated by 90°. The probability of both occurrences is 0.5. The
depth of the first stacking fault is picked at random. The next stacking fault is
applied always after the channeled ion overcomes a distance defined by the user.

8.4.5 Xe-Bubbles in UO2

The presence of Xe-bubbles can be postulated in UO2 as input data in the McChasy
code. The option was developed to study nuclear materials under extreme condi-
tions (bombarded by swift heavy ions). By using this option the code simulates the
movement of He-ions channeling in the UO2 structure, where a volume fraction is
occupied by spherical precipitations containing Xe atoms (bubbles).

The main features of the option are:

• Xe bubbles are assumed to be amorphous;
• two parameters describe the bubbles:

– the volume fraction of the bubble (expressed as % of the structure volume),
– the bubble diameter (given in nm);

• bubbles are randomly and uniformly distributed within the UO2 structure;
• defects in the UO2 structure can be applied independently of the bubbles.

So far the model is only implemented for the UO2 structure and it is limited to
spherical Xe precipitations.
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8.5 Selected Examples

8.5.1 Interstitials and Dislocations

Figure 8.8a shows the RBS/C spectra recorded for [0001] ZnO implanted with
300 keV Er ions to a fluence of 2.0 � 1015 cm−2. The Er profile obtained from
SRIM is shown for comparison in Fig. 8.8b. The spectra were fitted by the
McChasy code. Simulations referring to the random and the virgin spectrum are
denoted as navy dashed lines. The solid black line is the outcome of simulations run
for depth-distributions of RDA and DIS shown in Fig. 8.8b. Simulations performed
under the assumption that only RDA or only DIS are present are denoted as the
dashed blue and the dotted-dashed red lines, respectively.

The spectrum obtained by the assumption that only RDA are present in the
structure (the blue dashed line) reveals that this model fits well in the energy region
from 1.35 to 1.23 MeV; however, for lower energies corresponding to deeper
regions in the sample the backscattering yield is underestimated by the simulation.
Further increase of the RDA distribution within the deeper region could allow
fitting the experimental spectrum without the need to introduce dislocations.
However, such a procedure would have no physical meaning since the implanted
ions do not reach this depth and it is barely possible that single target atoms
kicked-off from their lattice sites could migrate so deeply.

The fact that the backscattering yield in deeper regions is underestimated by the
RDA model is rather the evidence that extended defects were formed during ion
implantation, such as dislocations or dislocation loops, which have higher
dechanneling yields than simple point defects. Therefore, it is necessary to apply
another model including extended defects along with the RDA.

8.5.2 Xe-Bubbles

Some simulation tests for the Xe bubbles in UO2 were performed. The results are
presented in Fig. 8.9. The intensity of the aligned spectra increases with the volume
of the bubbles and their diameter kept unchanged (Fig. 8.9a). When the volume is
kept constant but the diameter of bubbles is changed, then only a small influence of
the bubble diameter on the intensity is observed (Fig. 8.9b). Bigger bubbles provide
a slightly higher scattering rate.
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Fig. 8.8 a RBS/C spectra
recorded for ZnO samples
reported in [34]: virgin
(referring to the unimplanted
sample), random and aligned
(referring to the sample
bombarded with 300 keV Er
ions to a fluence of
2.0 � 1015 cm−2). Fitting
lines are the results of MC
simulations performed in the
McChasy code: navy dashed
lines refer to the virgin and
random spectra; solid black
line refers to the aligned
spectrum fitted under an
assumption of coexistence of
RDA and DIS with
depth-profiles shown in (b);
the blue dashed line refers to
the simulations performed
under an assumption of the
presence of only RDA; the
red dash-dotted line refers to
the simulations performed
under an assumption of the
presence of only DIS; b depth
profiles of RDA and DIS
corresponding to the
simulations of the
Er-implanted sample
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8.6 Summary

Ion channeling is a powerful technique used in the analysis of post-implanted
damage in crystals. However, different types of defects contribute differently to the
backscattering yield. It is hardly possible to distinguish the defect types by ana-
lytical evaluation of RBS/C spectra. The task becomes even more complicated in
the case of heterostructures and superlattices.

Fig. 8.9 Simulated aligned spectra of [001] UO2 containing Xe bubbles: a constant diameter of
bubbles and different volume as specified on the plot; b constant volume and different diameter of
bubbles as specified on the plot. Simulations made with the McChasy code with 2 MeV 4He
channeled ions and backscattering angle of 170°
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Monte Carlo simulations are a useful tool used in the evaluation of RBS/C data.
One of the most powerful MC computer codes used for that purpose is the
McChasy software. It reproduces the movement of light ions in a target and con-
siders different types of defects during simulations.

This chapter describes the most important features of the code and explains the
principles of its operation. The mechanism of 3-dimensional computing of inter-
actions between the channeled ion and target atoms grouped in monolayers is
described in Sect. 8.3. Types of defects possible to be applied in the code are
pointed out in Sect. 8.4. Selected results of simulations performed for structures
containing complex defects are shown in Sect. 8.5.

The McChasy code allows fitting RBS/C spectra by the trial and error simula-
tions based on postulated depth-profiles of defects. Results obtained by the code can
be useful in determining the quantitative and qualitative information about the
radiation damage in the macroscopic scale. This can help to understand the com-
plicated processes occurring upon ion bombardment.

Performing MC simulations under the assumption that different types of defects
are present might be a tricky task. A single RBS/C spectrum can be fitted based on
several different combinations of depth-profiles of defects. It can be understood as
one equation with more than one unknown. To provide explicit results several RBS/
C spectra should be measured at different energies of the analyzing beam. MC
simulations performed with the same depth-profiles of defects applied to all the
spectra recorded at different energies of the beam will lead to the explicit
depth-distributions of defects.

The current version of the McChasy code is not its final state. The code is still
improved, depending on the demand. The most important possible ways of its
development are the following:

– interstitial substitutions: so far impurity atoms can only substitute target atoms;
no atoms are displaced to an interstitial location, the substituted target atoms
disappear from the monolayer,

– dislocation loops: the model of edge dislocations implemented in the code
assumes the presence of half-planes of atoms; however, dislocation loops are
rather observed among defects created in post-implanted damage [32, 33]; the
model of dislocations implemented in the McChasy code will be updated in
frames of dislocation loops,

– impurity bubbles: the model of spherical precipitations of impurity atoms will be
extended to other structures, also including other elements than Xe,

– swift heavy ion tracks: the model of tracks created by swift heavy ions is to be
developed and implemented into the McChasy code.

Even at its current state, the McChasy code is one of the most powerful MC
codes using in the evaluation of RBS/C data. The code enables fast analysis of
RBS/C spectra e.g. those recorded for structures implanted to different ion fluences.
Such studies allow e.g. knowing the kinetics of damage buildup upon ion bom-
bardment [34, 35]. Further analysis with complementary techniques (e.g. X-Ray
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Diffraction) is highly recommended. Defect profiles obtained from the McChasy
code can also be useful as input data for MD simulations to create large structures
containing complex defects to provide a more detailed analysis.
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Chapter 9
Electronic and Optical Properties
of Polypyrrole as a Toxic Carbonyl Gas
Sensor

Francisco C. Franco Jr.

Abstract Chronic formaldehyde and acetaldehyde exposure is known to cause
various health problems and the detection of these toxic carbonyl gases is very
important and a subject of interest both experimentally and theoretically. In this
study, the interaction of various oligomers (n = 1, 3, 5, 7, and 9) of polypyrrole
towards toxic carbonyl species: acetaldehyde and formaldehyde, and less toxic
carbonyl species: acetone and butanone were studied using density functional
theory (DFT). The interactions of the carbonyl species with oligopyrrole lead to
differences in interaction energies and changes in structural features: H-bond dis-
tances, bond angles, and dihedral angles. The changes resulted in variations in the
electronic properties of the pyrrole-gas complexes: HOMO/LUMO energies, ion-
ization potentials (IP), electron affinity (EA), and energy gap (EGap). The
pyrrole-carbonyl complexes resulted in higher HOMO energies due to electron
charge donation from the carbonyl gases and lower LUMO energies resulting in
smaller EGap values compared to pyrrole. It was observed that the smallest carbonyl
molecule, formaldehyde (For), had the lowest LUMO energy and lowest EGap

value, while the largest carbonyl molecule, butanone (MEK), had the highest
LUMO energy and highest EGap value. Furthermore, simulated UV–Vis absorption
studies showed red-shifted first singlet excited state, k1st, for the pyrrole-gas
complexes. The results do not only demonstrate the potential of polypyrrole as a
toxic carbonyl gas sensor but also its selectivity towards different carbonyl species.

9.1 Introduction

Chronic exposure to toxic carbonyl gas species such as formaldehyde and
acetaldehyde are known to cause various health problems including irritation,
asthma, cancer, genetic deficiency, among others [1, 2]. Formaldehyde is a colorless
and flammable gas with a distinct strong unpleasant odor. It is known that chronic
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exposure to formaldehyde may cause several adverse health effects including eye,
skin, throat and nasal irritation, cancer, asthma, and allergy [3]. Formaldehyde is
commonly used and found in resins, building materials, household products,
preservatives, cosmetics, and agricultural products [2, 4]. Acetaldehyde is a col-
orless and flammable liquid with a suffocating smell. Acetaldehyde is an irritant,
carcinogen and may result in damage to the lungs, kidney, liver, and skin for
prolonged exposure [5]. Acetaldehyde is naturally occurring and may be found in
plants, vegetables, perfumes, drugs, gasoline, and cigarette smoke and a product of
ethanol oxidation in the liver [2, 6]. Less toxic carbonyl compounds such as acetone
and methyl ethyl ketone may cause health problems at high doses and mainly
causes irritation [7, 8]. Therefore, it is imperative that these toxic gaseous com-
pounds be easily detected to reduce their damaging health effects. Common gas
sensors for toxic gases are metal oxide semiconductors, field-effect transistors,
surface acoustic wave, and organic conducting polymers [9–11]. Conducting
polymers (CPs) offer various advantages over inorganic semiconductors, such as
ease of fabrication, flexibility, light-weight, low-cost, stability, sensitivity and
adjustable optoelectronic properties [12–14].

Since its discovery, CPs have attracted a great deal of interest due to its wide
scope of applications, such as optoelectronic materials, solar cells, batteries, fuel
cells, actuators, and sensors [15–18]. Some of these interesting properties of CPs
mainly stem from its tunable electrical conductivity by chemical modification,
doping, and de-doping processes [19]. Various CPs have been introduced and used
for gas sensing including polythiophene, polyfuran, polyacetylene, polyaniline, and
polypyrrole [12–14]. Polypyrrole is one of the most important and well-studied
biosensors and gas sensors due to its stability, sensitivity to pH, and high con-
ductivity [20]. Polypyrrole has been studied both experimentally and theoretically
as a sensor for various gaseous molecules, such as H2, CH4, NO3

−, NO2, H2O2,
CO2, NH3 [21–26]. Polypyrrole has been previously studied to detect acetone as a
gas sensor by chemical oxidation-casting (COC), chemical vapor deposition
(CVD), and impregnated oxidation (IO) synthesized on a gold/aluminum oxide
surface [27]. However, theoretical and experimental studies on polypyrrole as a gas
sensor for toxic carbonyl gases such as formaldehyde and acetaldehyde, and less
toxic ones, acetone, and methyl ethyl ketone has been very limited so far. Thus,
more theoretical studies on the interaction of polypyrrole to these toxic carbonyl
gases must be carried out to understand its sensitivity, selectivity, and potential as a
carbonyl gas sensor.

Predicting material properties and trends via computational methods is a con-
venient, fast, and affordable way of determining the potential of a material of
interest for the intended application. From these methods, density functional theory
(DFT) is arguably the most popular method to understand the electronic and optical
properties of materials at the atomic level due to its balance between computational
cost and accuracy [28, 29]. DFT studies on p-conjugated systems have been carried
out extensively in the literature for various material applications and even though its
limitations are well-known, the trends for similar systems resulting from these
calculations are typically the same with the experimental values and are thus
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meaningful [30–33]. Furthermore, structure-property relationships between the
structural changes in the system and its resulting electronic properties are
well-addressed by DFT [34–36]. Understanding and predicting properties using
DFT can aid in the development of polypyrrole as potential gas sensors for toxic
carbonyl gases.

In this study, the interaction of several carbonyl gases: formaldehyde (For),
acetaldehyde (Actl), acetone (Ace), and methyl ethyl ketone (MEK) are studied by
DFT. First, the structural changes in the oligopyrrole (nPy) due to the presence of
the four gases were determined including the bond lengths, bond angles, and
dihedral angles. The interaction energies were then determined and related to the
changes in the structural parameters and subsequent analysis. Second, the charge
transfer occurring between the adsorbed gas and nPy were then analyzed and
related to the strength of the interaction between the gas and oligopyrrole. Third, the
electronic properties, the density of states, and excitation energies were determined
to understand the resulting electrical and optical properties of the oligopyrrole gas
sensor towards the carbonyl gases.

9.2 Materials and Methods

Figure 9.1 shows the chemical structures of the pyrrole (nPy) complexes with
several carbonyl gases: formaldehyde (For), acetaldehyde (Actl), acetone (Ace),
and methyl ethyl ketone (MEK) used in this study. All quantum-chemical calcu-
lations were carried out using GAMESS(US) quantum chemical package [37]. The
equilibrium geometries in gas phase of the oligomers were determined using DFT/
B3LYP-D3(BJ)/6-31G(d) with gradient minimization at Becke three-parameter
exchange, Lee, Yang, and Parr (B3LYP) [38], a hybrid functional with 20% HF
exchange and 6-31G(d) as the basis set. Dispersion forces, although weak, may
have a significant impact at the molecular level and corrections have been carried
out with the third implementation of Grimme’s electron dispersion correction (D3)
with modification for damping (BJ) [39–41]. The equilibrium geometries were then
confirmed by frequency analysis to make sure that these structures correspond to
true minima. Total energies were calculated also at the same level with geometrical
counterpoise correction, DFT/B3LYP-gCP-D3(BJ)/6-31G(d), to remove the error
in energy calculations due to the overlap of basis sets generally referred to as the
basis set superposition error (BSSE). The gCP corrections were calculated from
Grimme’s Webservice [42]. The uncorrected binding energies, Ebind, and gCP-D3
corrected binding energies, Ebind

gCP�D3, were calculated as:

Ebind ¼ Ecomplex � EPy � EX ð9:1Þ

Ebind
gCP�D3 ¼ Ecomplex

gCP�D3 � EPy
gCP�D3 � EX

gCP�D3 ð9:2Þ
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where Ecomplex, EPy, and EX are the total energies of the pyrrole-carbonyl gas
complex (Py–X), isolated pyrrole (Py), and isolated carbonyl gas (X), respectively.
The UV–Vis spectrum was simulated by TDDFT calculations at the B3LYP/6-31G
(d) level. NBO population analysis was carried out using the NBO program [43],
and the molecular orbitals (MOs) were viewed analyzed using MacMolPlt [44] and
Chemcraft [45]. The UV–Vis spectrum and density of states (DOS) were plotted
using the GaussSum package [46].

9.3 Results and Discussion

9.3.1 Structural Parameters for the nPy–X Complexes

The interaction of carbonyl gases with pyrrole introduces structural changes in its
bond distances (d), bond angles (h), and dihedral angles (U) as shown in Table 9.1.
The values and trends for the structural properties are virtually the same from 3Py–
X to 9Py–X complexes. The distance between N4–H8 elongates slightly to 1.02 Å
from 1.01 Å when Py interacts with X. For the H8–O9 hydrogen bond (H-bond), the
shortest distance occurs for nPy–Ace followed by nPy–Actl/nPy–MEK, and lastly
nPy–For. The trend indicates that Ace has the strongest interaction with Py, and For
has the weakest interaction. The angle between C3–N4–C5 slightly decreases by a
few tenths upon the interaction of Py with X. On the other hand, the N4–H8–O9

angle is also indicative of the strength of the H-bond between Py and X, where the

Fig. 9.1 Chemical structures of the (nPy–X) pyrrole-gas complexes and the numbering scheme
used in this study
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more linear H-bond indicates stronger H-bond. 9Py–Ace (169.8°) has the most
linear H-bond followed by 9Py–Actl (166.3°), 9Py–MEK (159.9°), and 9Py–For
(159.1°). For the dihedral angles, C2–C3–N4–C5 decreases by about *2° or less
when Py interacts with X. However, large changes in the dihedral angles were
observed for N1–C2–C3–N4 and N4–C5–C6–N7, two important dihedral angles that
reveal changes in the planarity of the Py backbone. The changes in the dihedral
angles resulted in increased planarity for Py after its interaction with X as shown in
Fig. 9.2 for 9Py–X structures. The N1–C2–C3–N4 dihedral angle for 9Py (159.0°),
slightly becomes out-of-plane to 154.5° for 9Py–For but increased in planarity for
9Py–Actl (175.9°), 9Py–Ace (170.8°), and 9Py–MEK (164.6°). On the other hand,
for the N4–C5–C6–N7 dihedral angle, 9Py (−158.7°) becomes more planar for 9Py–
For (177.3°), 9Py–Actl (−160.9°), 9Py–Ace (−166.8°), and 9Py–MEK (−178.6°).
Even though bulky molecules interacted with the polymer backbone, which could

Table 9.1 Structural parameters for the optimized nPy–X complexes (X = For, Actl, Ace, and
MEK) at the B3LYP-D3(BJ)/6-31G(d) level

d (Å) h (°) U (°)

nPy–X H8�O9 N4–H8 N4H8O9 C3N4C5 N1C2C3N4 C2C3N4C5 N4C5C6N7

1Py – 1.01 – 109.9 – – –

1Py–For 2.03 1.02 148.5 109.6 – – –

1Py–Actl 1.97 1.02 154.2 109.5 – – –

1Py–Ace 1.94 1.02 162.4 109.5 – – –

1Py–MEK 1.97 1.02 151.3 109.6 – – –

3Py – 1.01 – 110.7 156.9 −179.5 −156.3

3Py–For 1.97 1.02 158.3 110.5 153.8 −178.5 173.0

3Py–Actl 1.92 1.02 164.6 110.5 178.2 −178.9 −159.0

3Py–Ace 1.91 1.02 169.7 110.5 169.1 −178.0 −167.4

3Py–MEK 1.93 1.02 159.7 110.6 163.4 −177.3 177.2

5Py – 1.01 – 110.6 159.1 −179.3 −159.1

5Py–For 1.97 1.02 158.7 110.5 154.9 −179.0 177.3

5Py–Actl 1.93 1.02 165.0 110.5 176.5 −179.1 −160.9

5Py–Ace 1.91 1.02 169.2 110.4 169.9 −178.0 −168.2

5Py–MEK 1.93 1.02 160.0 110.5 164.6 −177.7 −179.8

7Py – 1.01 – 110.6 159.3 −179.3 −159.0

7Py–For 1.97 1.02 159.2 110.4 154.8 −178.9 177.1

7Py–Actl 1.92 1.02 166.0 110.4 175.6 −178.9 −161.0

7Py–Ace 1.91 1.02 169.4 110.5 170.2 −178.1 −168.1

7Py–MEK 1.92 1.02 160.1 110.5 164.7 −177.6 −179.6

9Py – 1.01 – 110.6 159.0 −179.2 −158.7

9Py–For 1.97 1.02 159.1 110.4 154.5 −178.8 177.3

9Py–Actl 1.93 1.02 166.3 110.4 175.9 −178.8 −160.9

9Py–Ace 1.90 1.02 169.8 110.4 170.8 −178.2 −166.8

9Py–MEK 1.93 1.02 159.9 110.6 164.6 −177.5 −178.6
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result to decrease in planarity due to steric effect, the greater electronic effect was
observed for Py resulting in increased planarity upon the interaction of carbonyl
gases with Py.

9.3.2 Vibrational Analysis of the nPy–X Complexes

The vibrations for the 9Py–X complexes were then analyzed and it was observed
that the peak at 3687 cm−1 (N4–H8 stretching) for the isolated pyrrole (9Py)
decreased significantly as it interacts with the carbonyl molecules. The most sig-
nificant shift was observed for 9Py–Ace (3439 cm−1) followed by 9Py–MEK
(3478 cm−1), 9Py–Actl (3475 cm−1), and 9Py–For (3501 cm−1). The shift to lower
frequencies is due to the weakening of the N4–H8 bond upon interaction with the
carbonyl molecules. The stronger is the H-bonding between Py and X, the more
significant is the shift to lower frequencies.

9.3.3 nPy–X Binding Energies

Table 9.2 shows the binding energies for the interaction of nPy and the carbonyl
molecules for both uncorrected and gCP-D3 corrected energies. As with the

Fig. 9.2 Optimized structures for 9Py–X complexes (X = For, Actl, Ace, and MEK) at the
B3LYP-D3(BJ)/6-31G(d) level
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structural parameters in Table 9.1, similar values and trends were observed from
3Py–X to 9Py–X complexes where the binding energies do not significantly change
as the nPy chain length increases. These results show that the interactions for nPy–
X complexes can be modeled at shorter chain lengths starting from 3Py. The
gCP-D3 correction in the binding energies was included to minimize the effect of
BSSE and include weak dispersion interactions between the nPy chains and the
carbonyl molecules. The binding energies show that the BSSE and dispersion
forces affect the complexes at varying degrees, from a correction of −1.5 kcal/mol
for 9Py–For, and up to −4.5 kcal/mol for 9Py–MEK due to the size of the MEK
molecule, which allows it to have significant weak interactions with the neigh-
boring hydrogens. The trend for Ebind

gCP�D3 the is consistent with the structural and
vibrational analyses in the previous sections where nPy–Ace (−10.06 kcal/mol) has
the strongest interactions followed by nPy–MEK (−9.94 kcal/mol), nPy–Actl
(−8.36 kcal/mol), and lastly, nPy–For (−7.37 kcal/mol). The structural, vibrational,
and binding energy results show that the carbonyl gases have significant interaction
with the Py chain resulting in electron charge transfer and changes in the electronic
properties as shown in the next sections.

9.3.4 Charge Transfer Analysis

The electron charge transfer of an analyte with a CP results in changes to the
electronic structure of the CP, thus greatly affecting its sensing capability. The
charge transfer between Py and the carbonyl molecules were studied using
Mulliken (QMulliken) and NBO (QNBO) and are shown in Table 9.3. The charge
transfer results show that all values are positive (n-type doping) and that electron
charges were transferred from the carbonyl molecules to the nPy chain. It can also
be observed that the magnitude of charge transfers are virtually constants as the
chain length increases from 3Py to 9Py. Also, even though QMulliken and QNBO have
different magnitudes, the trends are the same for both methods where Ace has the

Table 9.2 Binding energies for nPy–X complexes (X = For, Actl, Ace, and MEK) at the
B3LYP-D3(BJ)/6-31G(d) level

Ebind, uncorrected (kcal/mol) Ebind, gCP-D3 corrected (kcal/mol)

nPy–X 1Py 3Py 5Py 7Py 9Py 1Py 3Py 5Py 7Py 9Py

nPy–For −5.48 −5.93 −5.79 −5.81 −5.84 −5.78 −7.42 −7.32 −7.34 −7.37

nPy–Actl −6.22 −6.97 −6.98 −7.06 −7.06 −6.52 −8.33 −8.35 −8.40 −8.36

nPy–Ace −6.33 −7.45 −7.51 −7.60 −7.61 −7.13 −9.85 −9.99 −10.08 −10.06

nPy–MEK −4.33 −5.47 −5.47 −5.55 −5.43 −5.87 −9.79 −9.95 −10.05 −9.94
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high electron donation, followed by Actl, MEK, and with For having the lowest
charge transfer. In organic chemistry, alkyl groups are considered as electron
donors, and their electron-donating ability increases as the chain length increases.
The carbonyl Ace has two methyl groups donating electron charge to the O atom,
which is then transferred to the Py chain resulting in strong H-bonding. On the other
hand, MEK has a longer alkyl group on one side of its carbonyl group but has less
charge donation to the Py chain due to the steric hindrance of its alkyl groups,
resulting in weaker H-bonding compared to Ace. For has the weakest H-bonding
between the carbonyl molecules and resulting in the least charge donation to the Py
chain. In the next section, the charge transfer between Py and its interaction with
carbonyl gases is then shown to affect its electronic energies, particularly the
HOMO energy.

9.3.5 Effect of Carbonyl Gases on the Electronic Properties
of Pyrrole

The sensing potential of CPs is based on their chemiresistive property, which highly
depends on their electronic properties. Generally, a decrease (or increase) in the
energy gap (EGap) of the CP after interacting with analyte results in an increase (or
decrease) in the conductivity of the material. Thus, the better the interaction of a
substance with a CP, the more pronounced are the changes in its electronic prop-
erties and the better its sensing capability. For various analytes interacting with the
CP, the more varied are the changes in the electronic properties, the better is the
selectivity of the CP towards different substances. Figure 9.3 shows the changes in
the frontier orbital energies (EHOMO and ELUMO) of the nPy–X complexes.
Figure 9.3a shows the changes in the EHOMO and ELUMO of the pyrrole CP for
n = 1, 3, 5, 7, and 9, where it can be observed that the EGap decreases from 6.86 eV
for 1Py and converges to 3.30 eV for 9Py as the chain length increases, which is
consistent with the experimental EGap of 3.1 eV for the infinite chain length
polypyrrole [47]. The trend in the EGap is attributed to the increase in the delo-
calization of electrons for longer polymer chain resulting to increase in the EHOMO

Table 9.3 Population analysis for the carbonyl molecules (X) in the nPy–X complexes (X = For,
Actl, Ace, and MEK) at the B3LYP/6-31G(d) level

QMulliken (for X) QNBO (for X)

nPy–X 1Py 3Py 5Py 7Py 9Py 1Py 3Py 5Py 7Py 9Py

nPy–For 0.036 0.032 0.031 0.033 0.033 0.023 0.018 0.017 0.018 0.018

nPy–Actl 0.044 0.055 0.055 0.057 0.056 0.028 0.034 0.034 0.034 0.034

nPy–Ace 0.053 0.059 0.059 0.060 0.060 0.032 0.039 0.038 0.039 0.039

nPy–
MEK

0.045 0.038 0.037 0.038 0.038 0.028 0.031 0.031 0.031 0.031
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(from −5.39 eV for 1Py to −3.88 eV for 9Py) and decrease in ELUMO (from
1.47 eV for 1Py to −0.59 eV for 9Py).

For the nPy–X complexes, shown in Fig. 9.3b–f, reduction in the EGap values
compared to the isolated nPy was observed due to the increase (and decrease) in
EHOMO (and ELUMO) of pyrrole upon its interaction with the carbonyl gases. It can
be observed from Fig. 9.3 that all nPy–X chain lengths (n = 1, 3, 5, 7, and 9) have
the same trends in the frontier orbital energies. A summary of the frontier orbital
energies (EHOMO, ELUMO, EGap), ionization potential (IP), and electron affinity
(EA) for 9Py–X are shown in Table 9.4. The values for IP and EA were estimated
using Koopman’s theorem: IP = −EHOMO and EA = −ELUMO. The values show
that 9Py–Ace followed 9Py–Actl have the highest increase in EHOMO resulting to
decrease in IP due to the highest electron charge transfer of Ace and Actl to the Py
chain, while 9Py–For has the smallest increase in EHOMO due to the least electron
charge transfer to Py. As will be shown below, the HOMO orbitals for the nPy–X
complexes mainly have pyrrole character, and that the increase in EHOMO, therefore,
is attributed to the donation of electron charge to pyrrole by the carbonyl gases as

Fig. 9.3 Frontier orbital energies: EHOMO (black marker), ELUMO (red marker), and EGap (arrow)
for the nPy–X complexes (X = For, Actl, Ace, and MEK) at the B3LYP-gCP-D3(BJ)/6-31G(d)
level
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discussed in the previous section. On the other hand, the LUMO orbitals of the
nPy–X mainly have carbonyl gas character and the ELUMO and EA trend reflects the
trend of the ELUMO of the isolated carbonyl gases: ELUMO = −1.05 eV (For),
−0.50 eV (Actl), −0.20 eV (Ace), and −0.16 eV (MEK). The changes in the
frontier orbital energies for the nPy–X complexes resulted to a large decrease in
the energy gaps of pyrrole where For had the greatest effect on nPy and reduced the
EGap to 2.31 eV from 3.30 eV for 9Py. The trend in the EGap values is the same for
all chain lengths (1Py to 9Py): For < Actl < Ace < MEK. The values from Fig. 9.3
and Table 9.4 show that the energy gaps are significantly different among the
carbonyl gases modeled in this study. These observations demonstrate the sensi-
tivity (large reduction in energy gaps compared to pyrrole) and selectivity (sig-
nificant differences in energy gaps for various complexes) of pyrrole as a potential
sensor toxic carbonyl gas.

9.3.6 Density of States

The density of states (DOS) provides a further understanding of the changes in the
electronic structure of the nPy–X complexes. The TDOS for 9Py–X complexes and
PDOS for X are shown in Fig. 9.4a–d, while the frontier molecular orbital
(FMO) surfaces were plotted and shown in Fig. 9.5. Compared to the isolated Py
chain, additional peaks were observed for all the 9Py–X complexes due to the
frontier orbital energies contributed by the carbonyl gases. These peaks correspond
to the LUMO orbitals of the carbonyl gases as shown in Fig. 9.5. The LUMO
orbitals of the 9Py–X complexes (LUMOPy–X) have mostly the LUMO orbital
character of the carbonyl gases (LUMOX). The smallest EGap was observed for the
Py–For complexes due to the additional LUMO orbital energy from For, reducing
the difference between the HOMO and LUMO energies. On the other hand, the
LUMO orbital energies of the rest of the complexes are closer in energy to the
LUMO of isolated Py resulting in larger EGap. It can also be observed that the
HOMO orbital energies of the Py–X complexes move to higher energy values due
to the electron donation from the carbonyl gases. The DOS and FMO in this section
further explained the observed changes in the electronic energies of Py upon
interaction with the carbonyl gases.

Table 9.4 Summary of the frontier orbital energies (EHOMO, ELUMO, EGap), IP, and EA for 9Py–X
complexes

9Py–X EHOMO (eV) ELUMO (eV) EGap (eV) IP (eV) EA (eV)

9Py −3.88 −0.59 3.30 3.88 0.59

9Py–For −3.83 −1.52 2.31 3.83 1.52

9Py–Actl −3.74 −1.18 2.56 3.74 1.18

9Py–Ace −3.74 −0.94 2.80 3.74 0.94

9Py–MEK −3.77 −0.81 2.96 3.77 0.81
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Fig. 9.4 The total density of states (TDOS) for 9Py–X complexes (solid blue line) and projected
density of states (PDOS) for X (X = For, Actl, Ace, and MEK) shown as a red line. TDOS for 9Py
is also shown as a dashed black line

Fig. 9.5 Frontier molecular orbitals for 9Py–X complexes (X = For, Actl, Ace, and MEK)
(isovalue = 0.02 a.u.)
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9.3.7 Simulated UV–Vis Absorption Spectra of the nPy–X
Complexes

In the above section, it was shown that the formation of pyrrole-carbonyl gas
complexes results in a large decrease in the EGap compared to the isolated pyrrole
chain. In addition to detecting the changes in the conductivity/resistivity of CPs in
sensing analytes, CPs may also be used as optical sensors by detecting the changes
in the absorption spectrum (absorbance and absorption wavelength). Figure 9.6
summarizes the simulated UV–Vis absorption spectra of the nPy–X complexes. For
the isolated pyrrole chain from 3Py to 9Py (Fig. 9.6a–d), three major peaks were
observed that shift to lower energies (red-shift) as the chain length increases, similar
with previous studies on polypyrrole UV–Vis absorption [48–51]. For 9Py, peaks
were observed at 428 nm, 364 nm (shoulder), and 336 nm, with their corre-
sponding oscillator strengths 2, 53, 0.25, and 0.52, respectively. The first singlet
excited state (Eexcited,1st) was observed at 428 nm p!p�ð Þ, consistent with the
experimental value of 442 nm for polypyrrole [52]. As observed in Fig. 9.6 and
discussed in the previous section, the energy gap and kmax decrease as the chain
length increases, thus it should be expected that further red-shift will occur at
infinite chain length.

Fig. 9.6 Simulated UV–Vis absorption spectra for the nPy–X complexes. nPy–For (dotted red
line), nPy–Actl (dotted yellow line), nPy–Ace (dashed green line), and nPy–MEK (dashed blue
line) at the TD-DFT/B3LYP/6-31G(d) level (FWHM = 3000 cm−1). The UV–Vis spectra for nPy
is also shown as a black solid line
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Figure 9.6 also shows the changes in the UV–Vis absorption spectra for the
nPy–X complexes. The kmax for all the nPy–X complexes red-shifted, consistent
with the reduction in EGap for the complexes as discussed above. Table 9.5 sum-
marizes the excitation energies for the 9Py–X complexes and their oscillator
strengths. Unlike the isolated 9Py chain, the first excited singlet transitions for the
9Py–X complexes occur at much longer wavelengths: 678 nm (9Py–For), 602 nm
(9Py–Actl), 602 nm (9Py–Ace), and 506 nm (9Py–MEK), with very weak oscil-
lator strengths (low absorption coefficients): 0.0067, 0.0052, 0.0016, and 0.0061,
respectively, and not observable in Fig. 9.6. These excitations are assigned to
p(Py) ! p*(X) transitions, where p(Py) is the bonding p-orbital (HOMOPy) for the
isolated Py chain and p*(X) is the antibonding p-orbital (LUMOX) for the carbonyl
gas and discussed in the previous section. The trend in the Eexcited,1st is the same
with the trends in the EGap where For < Actl < Ace < MEK. However, due to the
weak absorbance of the k1st, it would be more practical to measure their kmax. The
maximum absorbance (Eexcited,max) is assigned to the p(Py) ! p*(Py) transitions.
Although the peak values are lower, they are all very close to nPy’s kmax which
would make it difficult to differentiate between the isolated Py and the Py–X
complex. On the other hand, only a single molecule of carbonyl gas was allowed to
interact with the pyrrole chain and an increase in the concentration of the interacting
gas may be able to increase the absorbance of the first excited singlet since there
will be more available p*(X) states at higher concentration.

9.4 Conclusions

In this study, the sensing potential of polypyrrole (Py), a conducting polymer
(CP) was studied using oligomers of various chain lengths (n = 1, 3, 5, 7, and 9)
against several toxic carbonyl gases (X): formaldehyde (For), acetaldehyde (Actl),
acetone (Ace), and butanone (MEK). The pyrrole chain increased in planarity upon
interaction with the carbonyl gases and various changes in the structural parameters
of pyrrole were observed due to the different interactions between the carbonyl
gases and pyrrole. Acetone was found to have the strongest H-bonding and electron
charge donation (n-doping) to the pyrrole chain resulting in the largest increase in

Table 9.5 Excitation energies for the maximum absorbance (Eexcited,max) and first excited state
(Eexcited,1st), oscillator strengths (fOsc) of 9Py–X complexes calculated at the TD-DFT/B3LYP/
6-31G(d) level. The corresponding main electronic configurations (>5%) are also shown

9Py–X Eexcited,max, eV (kmax, nm) ƒOsc Eexcited,1st, eV (k1st, nm) ƒOsc
9Py 2.89 (429) H ! L 2.5396 2.89 (429) H ! L 2.5396

9Py–For 2.88 (430) H ! L + 1 2.4715 1.82 (678) H ! L 0.0067

9Py–Actl 2.86 (434) H ! L + 1 2.5326 2.06 (602) H ! L 0.0052

9Py–Ace 2.86 (434) H ! L + 1 2.5529 2.30 (540) H ! L 0.0016

9Py–MEK 2.84 (436) H ! L + 1 2.5751 2.45 (506) H ! L 0.0061
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the HOMO energy. The LUMO orbital energies of the pyrrole-carbonyl gas com-
plexes have been observed to be contributed mainly by the LUMO orbitals of the
carbonyl molecules. Formaldehyde has the lowest LUMO energy among the car-
bonyl gases resulting in the lowest LUMO energies for the nPy–For complexes.
The changes in the HOMO and LUMO energies resulted in a significant variation in
the energy gap values for the nPy–X complexes, showing the potential selectivity of
polypyrrole due to the varying chemiresistive response for toxic carbonyl gases.
UV–Vis simulations of the Py–X complexes showed that the first singlet excited
states, k1st are greatly red-shifted compared to the isolated pyrrole chain and caused
by the p(Py)! p*(X) transitions. This study has shown the potential of polypyrrole
as toxic carbonyl gases sensor and its selectivity, and the results in this study may
aid in future experiments and designs of conducting polymers for toxic carbonyl gas
sensing applications.
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Chapter 10
Thermoelectric Power Factor Under
Strain-Induced Band-Alignment
in the Half-Heuslers NbCoSn
and TiCoSb

Chathurangi Kumarasinghe and Neophytos Neophytou

Abstract Band convergence is an effective strategy to improve the thermoelectric
performance of complex bandstructure thermoelectric materials. Half-Heuslers are
good candidates for band convergence studies because they have multiple bands
near the valence bad edge that can be converged through various band engineering
approaches providing power factor improvement opportunities. Theoretical calcu-
lations to identify the outcome of band convergence employ various approxima-
tions for the carrier scattering relaxation times (the most common being the constant
relaxation time approximation) due to the high computational complexity involved
in extracting them accurately. Here, we compare the outcome of strain-induced
band convergence under two such scattering scenarios: (i) the most commonly used
constant relaxation time approximation and (ii) energy dependent inter- and
intra-valley scattering considerations for the half-Heuslers NbCoSn and TiCoSb.
We show that the outcome of band convergence on the power factor depends on the
carrier scattering assumptions, as well as the temperature. For both materials
examined, band convergence improves the power factor. For NbCoSn, however,
band convergence becomes more beneficial as temperature increases, under both
scattering relaxation time assumptions. In the case of TiCoSb, on the other hand,
constant relaxation time considerations also indicate that the relative power factor
improvement increases with temperature, but under the energy dependent scattering
time considerations, the relative improvement weakens with temperature. This
indicates that the scattering details need to be accurately considered in band con-
vergence studies to predict more accurate trends.
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10.1 Introduction

Thermoelectric materials are capable of direct conversion of thermal energy into
electricity and vice versa. They have drawn interest as an environment-friendly and
highly reliable energy conversion technology [1–4]. The efficiency of a thermo-
electric material is quantified by the thermoelectric figure of merit (ZT) given by:

ZT ¼ r S2T
� �

=j; ð10:1Þ

where r is the electrical conductivity, S is the Seebeck coefficient, T is the tem-
perature and j is the thermal conductivity of the material. To obtain a high ZT, a
high electrical conductivity, a high Seebeck coefficient, i.e. a high power factor
(rS2), and a low thermal conductivity j is needed, however, simultaneous opti-
mization of these parameters is difficult due to their complex inter-dependencies.

Bandstructure engineering approaches such as ‘band-convergence’ also known
as ‘band-alignment’, can overcome these inter-dependencies and improve the
power factor (PF) [5, 6]. The aim of band-convergence is to increase the number of
carriers contributing to electronic transport by increasing the valley or orbital
degeneracy near conduction or valence bands edges. In bulk materials, band-
structures can be manipulated to achieve this by applying strain, doping, alloying,
and second phasing with other suitable structures [7–9]. For example, half-Heusler
(HH) alloys [10–14] have complex bandstructures with the potential for beneficial
band convergence. They are also known to have good thermal and mechanical
stability, large scale reproducibility, and made out of relatively inexpensive,
non-toxic elements.

One of the most commonly used theoretical approaches for obtaining thermo-
electric properties of materials is applying the Boltzmann transport theory in the
relaxation time approximation using detailed material bandstructures obtained from
ab initio density functional theory (DFT) [15, 16]. The carrier relaxation time is an
important input in this calculation, but due to the high computational complexity in
calculating accurate carrier relaxation times, a constant relaxation time is generally
assumed (usually s � 10�14s is used). However, such simplifications are known to
give less accurate predictions particularly during band-convergence optimization
studies [17]. This is because, while band-alignment can increase the number of
carriers available for conduction, it can also increase the number of states that
carriers scatter into. Therefore, the energy dependence of the scattering mecha-
nisms, as well as intra- or inter-valley scattering considerations are important in
identifying if a given bandstructure engineering approach leads to an improved
power factor. In addition, the scattering rate depends on the temperature as well
with more scattering of electrons/holes by phonons expected at higher temperatures.

In this work we study the effect of considering different scattering time scenarios
on the strain-induced band-convergence for two Co-based Half-Heuslers, NbCoSn
and TiCoSb. We consider constant sCð Þ, and energy dependent inter- and intra-
valley scattering sIIVð Þ relaxation time approximations, and quantify the relative
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power factor improvements that each predict at different temperatures and strain
levels. We finally stress the importance of accurate treatment of scattering in
arriving to useful predictions.

10.2 Methods

10.2.1 Boltzmann Transport Theory

Thermoelectric coefficients are calculated using the Boltzmann transport formalism
within the relaxation time approximation (RTA). We describe the material prop-
erties using bandstructures obtained from DFT calculations. The thermoelectric
coefficients, electrical conductivity rab T;EFð Þ and Seebeck coefficient Sab T;EFð Þ
tensors, can be written as [18, 19]:

rab T;EFð Þ ¼ e2
Z

Nab Eð Þ � @f E;EF ; Tð Þ
@E

� �
dE ð10:2Þ

Sab T;EFð Þ ¼
e
R
Nab Eð Þ E � EFð Þ � @f E;EF ;Tð Þ

@E

� �
dE

Trab T ;EFð Þ ð10:3Þ

where f E;EF ; Tð Þ is the fermi distribution function at a given temperature T and a
chemical potential level EF and e is the charge of an electron. Nab Eð Þ is the
transport distribution (TD) function, which is given by:

Nab Eð Þ ¼
X
i;k

si;k Eð Þva i; kð Þvb i; kð Þd E � Ei;k
� �

; ð10:4Þ

where i and k represent the band index and the k-point, respectively. si;k Eð Þ is the
electron relaxation time and va i; kð Þ a ¼ x; y; zf gð Þ represents the ath component of
the group velocity v i; kð Þ, which can be derived from the gradient of the bands in
the bandstructure as:

v i; kð Þ ¼ 1
�h
rkEi;k: ð10:5Þ

10.2.2 Ab Initio Electronic Structure Calculations

Ab initio DFT calculations were performed for the Co-based HHs, NbCoSn and
TiCoSb with the QUANTUM ESPRESSO package [20]. Projector augmented
wave technique was used with the PBE-GGA functional. Throughout our
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calculations, a kinetic energy cutoff greater than 60 Ry was used for wavefunctions
and an energy convergence criterion of 10−8 Ry was adopted for self-consistency.
For transport property calculations, a 15 � 15 � 15 Monkhorst–Pack k-point
sampling was used for the primitive unit cell with three atoms. Calculations using
denser k-points were carried out to confirm the convergence of the results.

10.2.3 Relaxation Time Approximation

By applying the Boltzmann transport theory using the DFT extracted bandstruc-
tures, we examine the influence of the nature of scattering times on the power factor
for various temperatures and upon strain-induced band-convergence. We consider:
(i) the commonly employed constant relaxation time si ¼ sCð Þ and (ii) scattering
proportional to total density of states, allowing both inter- and intra-band scattering
si Eð Þ ¼ sIIV / 1=

P
i DOSi Eð Þ� �

.
To obtain a general understanding about these two scattering scenarios, we first

analyse them using a simple parabolic band model. Since under the parabolic band
approximation, the velocity and density of states of each band is

vi Eð Þ ¼ 2E=mið Þ1=2, and DOSi Eð Þ ¼ 21=2m3=2
i NiE1=2=ðp2�h3Þ, respectively, the TD

function given in (10.4) for valence bands is reduced to:

N Eð Þ /
X
i

Nisi Eð Þm1
2
iE

3
2 H �DEi½ �ð Þ: ð10:6Þ

where the subscript i indicates the specific band, DEi indicates the distance to the
band edge from the valence band edge, Ni indicates the band degeneracy and
H DEi½ � indicates the Heaviside step function. (For conduction bands, H �DEi½ �ð Þ
should be replace by H DEi½ �.)

Under the constant relaxation time approximation, si Eð Þ ¼ sC, where sC is a
constant. Therefore, the TD function given by (10.6) can be further simplified to:

N Eð Þ /
X
i

m
1
2
iE

3
2H �DEi½ �: ð10:7Þ

This indicates that under a constant relaxation time, aligning a band of any mass
will increase the TD function, resulting finally in an increased conductivity, with
the larger masses resulting in larger improvements, a common scenario seen in most
band-alignment theory literature. The magnitude and sign of the Seebeck coefficient
are related to an asymmetry of the electron transport around the Fermi level [21,
22], which is indicated by the energy gradient of the TD function. If the band
convergence does not additionally introduce significant asymmetry (significant
change in gradient of the TD function), there will not be a significant change in the
Seebeck coefficient. Therefore, in the case of a constant relaxation time, a power
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factor improvement is always achieved upon band alignment, driven by improve-
ments in the conductivity, with a heavier aligning band being preferred, as it offers a
higher density of conducting states (but not more scattering states under sC). As we
discuss further below, this is not the case when s ¼ sIIV Eð Þ.

In the case of inter- and intra-band scattering (sIIV Eð Þ) that we consider next,
carriers are allowed to scatter elastically to the total density of states available at the
energy under consideration, without any selection rules, i.e. both intra and
inter-band (with inter and intra-valley in multi-valley materials) scattering is
allowed si Eð Þ ¼ sIIV Eð Þ / 1=

P
i DOSi Eð Þ� �

. The TD functions given by (10.6) in
this case can be simplified to:

N Eð Þ /
P

i m
1
2
iE

3
2H �DEi½ �P

i m
3
2
iE

1
2H �DEi½ �

ð10:8Þ

From (10.8), since the denominator (its appearance being a result of the scat-
tering times being inversely proportional to the DOS), has a higher mass exponent,
it can be deduced that upon full band alignment, the TD function will only increase
when a light band is brought close to the band edge and is aligned with a heavier
band. When additional bands are gradually brought close to the band edge to be
aligned, three competing effects take place: (i) the presence of the additional con-
ducting states tends to increase the TD function, (ii) the same states increase the
scattering of already aligned bands, which tends to reduce the TD function, and
(iii) scattering from newly aligned bands reduces since there are less states to scatter
into at energies closer to valence band edge (due to the energy dependence E1/2 of
the DOS), increasing the TD function. These interdependences do not allow for
significant improvements in the TD function, the conductivity, and the PF as in the
previous scattering scenario. As a result of these competing effects, aligning bands
is not always advantageous for the power factor under sIIV Eð Þ [17].

10.2.4 Temperature Dependent Carrier Relaxation Time

When performing temperature dependent studies, and evaluating the trends under
increasing temperature, the Fermi distribution broadens, which allows the occu-
pation of more states, however, to satisfy charge neutrality the Fermi level will shift
towards the bandgap, increasing the Seebeck coefficient. If one compares at the
same Fermi level position, rather than carrier density, however, the conductivity
increases, while not many changes are observed in the Seebeck coefficient. On the
other hand, temperature increases the population of phonons, which increase
carrier-phonon scattering. In the most common acoustic deformation potential
scattering scenario, under the equipartition approximation, the scattering rate
increases linearly with temperature. Thus, we account for the increase in carrier
scattering with increase in temperature by scaling the relaxation times by 1=T [27].
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We refer to this as ‘T-normalized relaxation time’. In the case of the constant
relaxation time, we take sC ¼ 10�14s at 300 K, and linearly scale for other tem-
peratures as sC ¼ 10�14 300=Tð Þs, to account for deviations from room temperature
In the case of energy dependent relaxation time, temperature scaling is implemented
as sIIV / 1=

P
i DOSi Eð Þ 300=Tð Þ.

10.3 Results and Discussion

Figure 10.1 shows the power factors calculated using both temperature normalized
and non-normalized relaxation times. Under non-normalized conditions (solid
lines), at the same Fermi level position, the power factor rises with the temperature
because the derivative of the Fermi distribution function @f E;EF ; Tð Þð Þ=@Eð Þ in the
(10.2) broadens (for a given Fermi level), increasing the conductivity. However,
when we take into account the increase in carrier scattering by normalizing the
carrier scattering time by 300=T , the power factor difference almost disappears, and
only modest differences exist between temperatures for both scattering scenarios.
This illustrates that it is important to take increased carrier scattering into consid-
eration when comparing thermoelectric parameters at different temperatures. (Note
that it is often the case in experiments to observe that the power factor changes with
temperature. That is because those are performed at a constant density, rather than a
constant Fermi level position, which would have shifted the two lines compared to
each other).

Fig. 10.1 Power factors calculated using normalized (solid-lines) and non-normalized
(dashed-lines) carrier relaxation times at 600 K (red) and 900 K(blue) for (a) constant relaxation
time sCð Þ and (b) energy dependent relaxation time sIIVð Þ for NbCoSn
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Band convergence can be achieved using a variety of methods including
applying strain [17, 23, 24] and alloying [6, 25, 26]. Here, for the purposes of our
investigation into the influence of band alignment on the PF under different scat-
tering scenarios and temperatures, we use the easiest method within DFT, which is
the use of hydrostatic strain, either compressive or tensile.

In Fig. 10.2c, in the unstrained NbCoSn bandstructure, it is apparent that mul-
tiple bands from several valleys are available close to the valence band edge VB0.
Bands at the L and W points are already aligned at VB0. There also exist heavy and
light bands at the X and C points within 0.3 eV of the VB0. Aligning these bands
that are in the vicinity of the VB0, particularly the bands at the X point that have a
large equivalent valley degeneracy of 3, can lead to an improved conductivity and
power factor. As seen in Fig. 10.2a–d, the bands of NbCoSn can be manipulated
with compression and expansion. When the material is compressed, the bands at the
X point are brought closer to VB0, reducing their energy separation DE, and when
expanded, DE increases. It is important to note, however, that the curvatures of the
bands, i.e. the carrier effective masses also change with strain. Compression
increases the band curvatures (lower carrier effective mass) in general and expan-
sion has the opposite effect. The fact that the masses are reduced with band con-
vergence is unfavorable under a constant scattering rate as seen above in 10.7. It is,
however, favorable under sIIV Eð Þ under most situations [17] as it brings bands with
higher velocities that scatter less within the transport window. We consider large
strain values of up to 5% and achieve a degree of alignment, but a compressive
strain larger than 5% is required to completely align the bands.

We now examine the thermoelectric coefficients of NbCoSn under strain, for
three different temperatures 300, 600, and 900 K (Fig. 10.3). Figure 10.3 shows the
TE coefficients conductivity, Seebeck coefficient and the power factor calculated
under the assumption of a constant rate of scattering sCð Þ with temperature scaling.
Later on, we will show how these observations are altered in the case of energy
dependent sIIV scattering. At 300 K (Fig. 10.3a–c) we only see a 3% improvement
in the PF with band convergence. With increasing temperature, the conductivity for

Fig. 10.2 a–d Application of compressive and tensile strain in NbCoSb to align the X valley with
the valence band edge. Strain values and the energy separation DE between the X valley and VB0

are noted above the sub-figures. Subfigure (d) shows the unstrained bandstructure
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non-degenerate Fermi levels increases, while it decreases for higher Fermi levels.
The opposite effect is seen in the Seebeck coefficient where its values decrease for
non-degenerate conditions and increase for highly degenerate Fermi values (right
versus left regions of the sub-figures). Also, the gradients of conductivity and
Seebeck coefficient curves are reducing with increasing temperature. The combined
effect is that with increasing temperature the power factor improves for all com-
pressive strain value, which tend to align the bands, with the improvements at 5%
compressive strain to increase from 3% to 13% to 21% at temperatures of 300 K,
600 K, and 900 K, respectively. Note that the absolute PF values do not necessarily
increase with temperature, it is the relative increase between the unstrained and
strained cases that increases.

Next, we examine the behavior of NbCoSn under the energy dependent sIIV
scattering for the three temperatures of interest, 300, 600, and 900 K (Fig. 10.4,
column-wise). In this case, the differences in the conductivity are more noticeable
between the different strain conditions, compared to the sC case in Fig. 10.3. The
Seebeck coefficients as in the sC case are almost unchanged with strain at the same

Fig. 10.3 Thermoelectric coefficients (r, S, and PF) calculated for NbCoSn using the
temperature-normalized constant relaxation time approximation: a–c for 300 K, d–f for 600 K
and g–i for 900 K. The percentage improvement given is the peak to peak improvement between
the unstrained (DE = 315 meV) and 5% compressive strain (DE = 232 meV), given by the
yellow-solid lines and blue-solid lines, respectively
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Fermi level position, especially for the higher temperatures. The improvements to
the PF, on the other hand, are larger with compressive strain, and they begin to
appear and being significant even at 300 K. In this sIIV case, the PF improvements
for the 5% compressive strain, at 300 K, 600 K, and 900 K are 20%, 23%, and
33%, respectively.

The larger improvements compared to the sC case, originate from the changes in
the curvature of the bands in addition to the reduced band separation. The bands
that are brought closer to the band edge to be aligned as well as the bands already at
the band edge become lighter in the process in NbCoSn [17]. Specifically, the
masses of the bands at X, changes from 0.48 m0 to 0.29 m0 while its separation is
reduced from 315 to 232 meV upon 5% compression. Alignment tends to increase
the PF in both sC and sIIV, but in the sC case the fact that the bands become lighter,
mitigates this benefit. On the other hand, in the case of sIIV, light bands are ben-
eficial, which provides an additional improvement to the PF. Finally, the reason the
benefits increase with temperature in both cases, is due to the simple fact that the
broadening of the Fermi distribution with temperature, allows for an exponentially

Fig. 10.4 Thermoelectric coefficients (r, S, and PF) calculated for NbCoSn using the
temperature-normalized energy dependent sIIV relaxation time approximation: a–c for 300 K,
d–f for 600 K and g–i for 900 K. The percentage improvement given is the peak to peak
improvement between the unstrained (DE = 315 meV) and 5% compressive strain
(DE = 232 meV), given by the yellow-solid lines and blue-solid lines, respectively
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larger percentage contribution of the upper valleys to the total contribution. The
separation DE is still large, even at 5% compression, accounting for several kBT
even at 900 K. Thus, at the same Fermi level position, the overall relative PF
improvement with temperature increases with T. For NbCoSn, either sC or sIIV
indicate a higher benefits of band alignment at higher temperatures.

Next, we apply strain to TiCoSb in the same way. The smaller energy separation
DE between bands at L and C points (see Fig. 10.5c) can be reduced by applying
compressive strain, leading to band convergence, as shown in Fig. 10.5a–d. The
unstrained DE value in this situation is only 40 meV (1:55kBT at T = 300 K), i.e.
the bands are almost aligned even without strain. The bands can be fully aligned by
applying only �2% compressive strain as shown in Fig. 10.5b (a much more
realistic value compared to the one needed for NbCoSn).

Figure 10.6 shows the TE coefficients conductivity, Seebeck coefficient and PF
for the constant time assumption sC for 300, 600, and 900 K column-wise, in the
same manner as earlier for the NbCoSn. We only see 6% improvement when bands
are fully aligned using compressive strain (Fig. 10.6c), but the improvement
increases for higher temperatures, reaching 13% and 19% at 600 K and 900 K,
respectively (Fig. 10.6f, i). Again, the improvement in the PF with compression at a
given temperature originates from the conductivity. Improvements increase in the
higher temperatures because the positive contribution from the broadening of the
@f E;EF ; Tð Þ=@E function overweight the negative effects on the TD function from
increased scattering.

We now examine the case where the relaxation time in TiCoSb is energy
dependent ðsIIVÞ. Figure 10.7 shows the TE coefficients conductivity, Seebeck
coefficient and PF for this energy dependent scattering assumption for the three
temperatures of interest, under 5% expansion, 2% compression, and 5% com-
pression as before in Fig. 10.6. We observe a 37% improvement when bands are
fully aligned using compressive strain (Fig. 10.7a) at 300 K. The fact that band
curvatures also increase (carrier effective masses reduce) with alignment, is more

Fig. 10.5 a–d Application of compressive and tensile strain in TiCoSb to align the X valley with
the valence band edge. Strain values and the energy separation DE between the X valley and VB0

are noted above the sub-figures. Subfigure (d) shows the unstrained bandstructure
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favorable under the sIIV scattering scenario, which has contributed to this large
improvement observed. Interestingly, as opposed to all previous scenarios the
improvement reduces with temperature increase, down to 27% and 25% at 600 K
and 900 K, respectively (Fig. 10.6f, i). The reason behind the smaller improvement
variation with temperature upon band alignment for TiCoSb compared to the
NbCoSn case, is of course the fact that the bands were closer together to begin with,
and thus in all temperature cases the initial and the aligning bands contribute
similarly. In other words, the influence of the broadening of @f E;EF ; Tð Þ=@E
affects all cases similarly. The increase in scattering with temperature, however,
overcomes any positive contribution from this broadening, reducing the PF
improvement with temperature.

In summary, as seen in Fig. 10.8, band convergence is advantageous for both
NbCoSn and TiCoSb (there is an improvement in the PF). Under both scattering
scenarios we have considered, band convergence provides larger relative benefits
for NbCoSn as the temperature increases (blue lines). Band convergence on the
other hand, provides relative improvements in the PF for TiCoSb under sC, but
reductions under sIIV as the temperature increases.

Fig. 10.6 Thermoelectric coefficients (r, S, and PF) calculated for TiCoSb using the
temperature-normalized sC approximation: a–c for 300 K, d–f for 600 K and g–i for 900 K.
The percentage improvement given is the peak to peak improvement between the unstrained
(DE = 40 meV) and 5% compressive strain (DE = −23 meV), given by the yellow-solid lines and
blue-solid lines, respectively
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Fig. 10.7 Thermoelectric coefficients (r, S, and PF) calculated for TiCoSb using the
temperature-normalized sIIV relaxation time approximation: a–c for 300 K, d–f for 600 K and
g–i for 900 K. The percentage improvement given is the peak to peak improvement between the
unstrained (DE = 40 meV) and 5% compressive strain (DE = −23 meV), given by the
yellow-solid lines and blue-solid lines, respectively

Fig. 10.8 Percentage improvement of the power factor (from peak to peak between unstrained
and 5% compression) under a constant rate of scattering (solid-lines), and energy dependent sIIV
scattering (dashed-lines) versus temperature for NbCoSn, and TiCoSb
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10.4 Conclusion

In this work we have used strain to align the bands near the valence band edge of
the p-type Co-based half-Heuslers NbCoSn and TiCoSb for thermoelectric power
factor improvements. Using the Boltzmann transport equation under the relaxation
time approximation, we explored the band alignment effect on the power factor
under two different scattering conditions (as the detail scattering physics of
half-Heuslers are still not known): (i) the constant relaxation time approximation—
as is common in the literature, (ii) scattering rates depending on energy, propor-
tional to the density of final states, with both inter- and intra-band\inter- and
intra-valley scattering considerations. We showed that the outcome of band
alignment can be different in each of the different scattering cases and at different
temperatures for these materials. It depends on the nature of the bandstructure,
particularly on how the curvatures change with band convergence and the relative
separations between bands to begin with. When benefits of broadening of
@f E;EF ; Tð Þ=@E overcome negative contributions from increased carrier scattering
with temperature, we see increasing improvements in the PF with temperature. For
NbCoSn, band convergence using strain is more beneficial in higher temperatures
in both scattering scenarios, while for TiCoSb higher temperatures are only bene-
ficial under a constant rate of scattering. Our work stresses the importance of more
accurate theoretical treatment of carrier relaxation times and their temperature
dependences.
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Chapter 11
Prediction of Energy Gaps in
Graphene—Hexagonal Boron Nitride
Nanoflakes Using Artificial Neural
Networks

Tudor Luca Mitran and George Alexandru Nemnes

Abstract Machine learning methods are currently applied in conjunction with ab
initio density functional theory (DFT) simulations in order to establish computation-
ally efficient alternatives for high-throughput processing in atomistic computations.
The proposed method, based on artificial neural networks (ANNs), was used to pre-
dict the HOMO-LUMO energy gap in quasi-0D graphene nanoflake systems with
randomly generated boron nitride embedded regions. Several artificial neural net-
work (ANN) algorithms were tested in order to optimize the network parameters
for the problem at hand. The trained ANNs prove to be computationally efficient at
determining the energy gap with good accuracy and show a significant speedup over
the classical DFT approach.

11.1 Introduction

The recent resurgence of machine learning (ML) methods in computer science in
the last few years has lead to the production of efficient and user friendly software
libraries that have become commonplace in many fields of research and even in pro-
duction environments.ML has become an umbrella term for a vast array of numerical
methods that vary in scope (e.g. classification, clustering, regression) and learning
method (e.g. unsupervised, semi-supervised, supervised, reinforcement). Data driven
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ML algorithms have been found useful in complex problems where specialized, man
designed, software usually fails but where there is usually an abundance of data that
ML methods can use as a scaffold.

MLmethods have been applied in many fields of research, and have quite recently
even found applicability in condensed matter (CM) physics. Some examples of ML
use in CM are: classification of phases of matter [1], detection of phase transitions
[2–4], classification of crystalline structures [5], materials discovery and design [6–
8], determining charge density functionals [9], screening for new materials [10],
modeling electronic quantum transport [11], atomic scale property prediction [12,
13], bond energy determination [14].

There are also studies that make use of ML methods as a speed-up solution, or
even as a substitute to classical DFT methods, being able to introduce approxima-
tions for DFT Hamiltonians [15], predict the bond energies [16], determine density
functionals [17–20], obtain ground state properties [21], emulate complex potential
energy surfaces [22], completely bypass the Kohn-Sham equations [23], learn atomic
potentials [24], optimize the basis sets [25], or determine the electron densities [26]
and density functionals for the Hubbard model [27]. These recent results show that
ML methods are a viable and useful enhancement to DFT and other molecular and
atomistic simulation methods and could even substitute them in certain situations.

Graphene nanoflakes (GNF) are quasi-0D forms of graphene that have attracted
interest during the last few years because of their mechanical [28, 29], optical [30–
32], electronic [33, 34] and magnetic properties [35] that make them useful when
considering biological [36], electrochemical detection [37] and tribological appli-
cations [38]. Taking advantage of their quasi-0D structure, the properties of GNFs
can be tuned by manipulating their size or shape and by edge functionalization and
chemical doping. Furthermore, GNFs can be experimentally produced through sev-
eral methods: bottom-up, by mechanical extrusion, using magnetic field alignment
and thermal annealing [39, 40], or top-down through plasma etching [41], cationic
surfactant mediated exfoliation of graphite [42] or e-beam lithography [43].

In [44] ANN based methods were introduced to predict the energy gap in hybrid
graphene-hexagonal boron nitride (G-hBN) nanoflake systems, combining DFT and
ML techniques. GNFs with rectangular shaped hBN domains were considered. The
ANNs were first trained on the results obtained by DFT simulations and, subse-
quently, their ability to predict the energy gap values was tested on a new set of
systems and compared to reference DFT results. Two variants of ANNs were intro-
duced, with respect to the structural information used as input. InMethod 1 the input
layer of neurons contains one neuron for each atom in the structure and binary 0/1
values are assigned to graphene and B/N species, respectively, and in addition, one
neuron encoding the proportion of each species. This method has a high accuracy,
although it is bound to a given system size. In Method 2, the inputs are assigned
based on chemical neighborhood and species proportions. This second method has
the advantage that it is scalable, while still maintaining high accuracies.

Here we explore a larger class of G-hBN nanoflakes, by considering randomly
distributed shapes and sizes of the hBN domains. As in [44], the property of interest
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is the LUMO-HOMO energy difference, or energy gap, which was investigated for a
large set of systems. Several ANN architectures and specific ANN parameters were
systematically investigated by using a grid search in order to optimize the final ANN
configuration.

11.2 Description of Systems and Computational Methods

The atomic systems investigated were rectangular GNFs, passivated with hydrogen
along the edges, with random substitutions by B andN atoms. In order to preserve the
intrinsic character of the GNF, an equal number of B and N atoms were considered.
The GNFs are composed of a total of 200 atoms, out of which 34 are H and the
remaining 166 can range from all C to all BN. A total of 4333 unique atomic con-
figurations were generated and ab initio DFT calculations were performed in order
to obtain the values of their energy gaps. Out of the 4333 samples, 3000 are used
for the initial training, 500 for the validation. For the final testing phase, the ANNs
are trained on the total 3500 samples (training + validation) in order to increase the
accuracy and are tested on a novel set of 833 samples (Fig. 11.1).

TheSIESTAsoftware package [45]was employed to perform theDFT simulations
because it has the advantage of linear scaling of the computational time with the
system size. This computational efficiency is achieved by using a localized basis set
instead of the commonly used plane waves basis. Another advantage of a localized
basis is the almost negligible computing overhead when empty space is present in the
system’s super-cell. The particular basis set was standard double-ζ polarized and the
electron density was estimated in the local density approximation (LDA) of Ceperley
andAlder [46]. The real space in the unit cell was set by 100 Ry grid cutoff and norm-
conserving Troullier-Martins pseudopotentials [47]were used in the calculations. All
GNFswere simulated in a cubic super-cellwith 50Å side length and since the systems
are quasi-0D, the reciprocal space was only sampled in the Gamma point. In order to
constrain the variability of theANN input and to better correlate the prediction ability

Fig. 11.1 Typical graphene nanoflake structures with embedded hBNdomains, with different ratios
of C to BN. Color codes: C—black, B—red, N—blue, H—green
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to the chemical complexity of the samples, no structural relaxation was performed.
After computing the ground state energy spectrum, the gap energies are obtained
by subtracting the lowest unoccupied from the highest occupied energies: Egap =
ELUMO − EHOMO.

The ANNs were implemented with the TensorFlow library [48] which allows
the implementation of complex network architectures as easily programmed tensor
graphs, with interchangeable activation functions, optimization algorithms or vari-
able number of neural layer with different widths.

Based on the the results obtained from the DFT simulations, training, validation
and test sets were built for the ANNs. The training and validation sets are used for
the optimization of the ANN architecture by determining the optimal configuration
parameters in order to minimize the prediction error. The best performing ANNs are
finally validated on the testing set.

The DFT results are preprocessed similarly toMethod 2 from [44] by classifying
each atomand its first order neighbors (three atoms) in one of 22 possible classes. This
22 class distribution is normalized, and along with four other values that represent
the normalized chemical composition (one input for each type of atomic species),
is fed to the 26 input neurons. The output is a floating point value given by a single
neuron that has no activation function and is compared to the energy gap value
which is itself normalized to the maximum value of 4 eV. The parameters that were
tuned in the ANNs concern the geometry (one, two or three hidden layers, with 100,
200 or 300 neurons on the first layer and 50 and 25 neurons in the second and third
layers), the activation function (sigmoid or softmax) and learning rate (0.0001, 0.001
or 0.01). The three layer networks were also tested with a dropout approach that is
used for increasing the generalization ability of the network by randomly turning
off neurons in all thee hidden layers. Dropout ensures that the ANN does not just
simply memorize all input data but forces it to learn the more fundamental governing
rules of the system. The Adam optimization algorithm [49] was used to efficiently
tune the weights and biases of the network in order to guide it to a state of minimal
error. The mean squared error (MSE) is tracked for the training and validation sets
in order to determine the optimum training point and over-fitting. Over-training or
over-fitting occurs when the validation MSE and training MSE start to diverge, with
the first increasing and the second continuing to decrease. Regularization by early-
stopping can be implemented by interrupting the training process when theminimum
validation error is reached. The number of training steps needed to reach a certain
error value also impacts the performance of an algorithm if retraining is necessary for
different system classes, but it is considered less relevant in practice since training
is only performed once. The smoothness of the error graph is an indication of an
algorithm’s stability and a large error fluctuation from epoch to epoch makes it less
able to generalize the results on new samples.
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11.3 Results and Discussion

The difference between theLUMOandHOMOenergies is computed byDFT simula-
tions for the structureswithB andN substitutions in theGNFs. The actual distribution
of samples is represented as a function of the the energy gap and as a function of
BN concentration in Fig. 11.2. The BN concentration shows a uniform distribution,
as expected. The energy gap distribution (on a logarithmic scale) shows that almost
80% of samples have a gap below 0.1 eV, with the rest showing a sharp decrease in
number up to 3.6 eV.

In Fig. 11.2 the distribution of the energy gap is represented as a function of the
BN concentration. As expected, at low BN concentration the energy gap is close to
zero but at high BN concentration there are only few cases with a high energy gap.
Most samples have energy gaps below 0.1 eV and are distributed almost uniformly
in BN concentration, also confirmed by the sample and energy gap distribution. By
analyzing the atomic configuration of the GNFs with high BN concentration (greater
than 90%), two distinct cases were detected: at low energy gaps (below 0.3 eV) the
GNFs present isolated C atoms, while at high energy gaps (above 2 eV) the carbon
atoms are distributed in pairs or clusters. Small energy gaps appear even at low
concentrations of C with respect to the number of BN atoms (the lowest being 1.2%
or 2C atoms per 164 BN atoms) because of the new energy states located in the BN
gap.

In order to evaluate the performance of the different ML algorithms and, at the
same time, controlwhether over-fitting appears after a certain number of optimization
epochs, the mean squared error (MSE) is sampled during the training process. The
MSE is represented for ANNs with a single hidden layer in Fig. 11.3, two hidden
layers in Fig. 11.4, three hidden layers in Fig. 11.5 andANNswith three hidden layers
and dropout in Fig. 11.6. Training is stopped after 125,000 steps.

Fig. 11.2 Left: the distribution of samples according to their energy gap on a logarithmic scale and
the uniform distribution of BN concentrations (inset). Right: the energy gap as a function of BN
concentration, also shown as a density map on a logarithmic scale (inset)
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Fig. 11.3 The evolution of the MSE (mean squared error) with training for ANNs with a single
hidden layer (L1) of 100, 200 or 300 neurons for thee learning rates (LR) of 0.0001, 0.001 and 0.01.
In the case of the sigmoid activation function the training MSE is represented with black and red
represents the MSE for the validation set. For the softmax activation function, the training MSE is
represented in green and the validation MSE in blue

For all the cases of ANNs that do not implement dropout, the sigmoid activation
function makes the ANN less stable in training and gives a much noisier MSE result
from epoch to epoch than softmax. This makes it a less suitable choice since, even
if it is able to attain low MSE values at certain training steps, it is not robust enough
to ensure the same performance on new samples, even if using early stopping. A
possible explanation for this behavior is given by the key difference between sigmoid
and softmax: the softmax activated neurons have an output bound to one by design as
opposed to the values produced by sigmoidwhich are independent and unconstrained.

The upper bound of softmax has an effective regularization effect. Another general
observation is that higher learning rates also show more training noise, since the
optimization algorithm performs larger steps in the networks configuration space
and is less likely to be bound to local minima. MSE noise is also significant for
sigmoid ANNs with only one hidden layer and increases with the layer’s size in
Fig. 11.3.
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Fig. 11.4 The evolution of the MSE (mean squared error) with training for ANNs with two hidden
layers (the first—L1—having 100, 200 or 300 neurons and the second 50 neurons) for thee learning
rates (LR) of 0.0001, 0.001 and 0.01. In the case of the sigmoid activation function the training
MSE is represented with black and red represents the MSE for the validation set. For the softmax
activation function, the training MSE is represented in green and the validation MSE in blue

Figure11.7 represents the lowest MSEs and the corresponding number of training
steps that were attained by all the algorithms tested. As expected, theMSEminimum
is reached after less training by increasing the learning rate. A high learning rate can
prevent the algorithm from finding the optimum network configuration and it also
has a narrower optimal interval in number of training epochs which increases the
probability to under/over fit for a new sample. ANNs with two and three hidden
layers converge to the optimum point faster than ones with a single hidden layer. For
ANNs with sigmoid activation functions dropout manages to lower the error, but at
the cost of increasing the training time when compared to three layer networks that
do not use it. For ANNs with softmax activation functions, dropout has a negative
effect, increasing both the MSE and the number of training steps required. Because
of the high noise level in MSE of sigmoid based ANNs, only softmax ANNs are
further considered. The best performing softmax ANNs are the ones with two and
three hidden layers, having validationMSEs close to 0.001. For the final performance
metric, these 12 networks are retrained on the initial training set plus the validation
(3500 samples) set and are tested on a separate test set (833 samples).
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Fig. 11.5 The evolution of theMSE (mean squared error) with training for ANNswith three hidden
layers (the first—L1—having 100, 200 or 300 neurons, the second 50 neurons and the third 25) for
three learning rates (LR) of 0.0001, 0.001 and 0.01. In the case of the sigmoid activation function
the training MSE is represented with black and red represents the MSE for the validation set. For
the softmax activation function, the training MSE is represented in green and the validation MSE
in blue

In order to compare the quality of prediction for the testing set, Fig. 11.8 showed
the R2 coefficient computed for the best performing ANNs. As expected from the
MSE plot in Fig. 11.7, all 12 ANNs show comparable results, with R2 coefficients
ranging from 0.83 to 0.87 for the training set and from 0.71 to 0.82 for the test set. The
best performing ANN has two hidden layers (with 300 and 50 neurons) uses a 0.01
learning rate and obtained a R2 coefficient of 0.83 for training and 0.82 for testing.
Figure11.8 also shows the actual comparison between the individual DFT energy
gap values versus predicted energy gap values for this network. The deviations of
the predicted values from the computed DFT values are greatest in the region of
low energy gaps (below 0.25 eV) mostly because of the large diversity of atomic
configurations that can be realized. However, the large energy gaps are accurately
identified.
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Fig. 11.6 The evolution of theMSE (mean squared error) with training for ANNswith three hidden
layers (the first—L1—having 100, 200 or 300 neurons, the second 50 neurons and the third 25)
with dropout probability of 15% (85% keep probability) for three learning rates (LR) of 0.0001,
0.001 and 0.01. In the case of the sigmoid activation function the training MSE is represented with
black and red represents the MSE for the validation set. For the softmax activation function, the
training MSE is represented in green and the validation MSE in blue

11.4 Conclusions

We have investigated the electronic properties of GNF embedded with randomly
positioned atoms of boron and nitrogen by ab initio DFT simulations. Based on
these results, several types of artificial neural networks were trained to reproduce the
DFT gap energy. The network architectures and internal parameters were optimized.
Out of the tested ANNs, the two and three-layer versions with softmax activation
function indicated a good ability to generalize and predict the energy gaps of novel
GNF configurations. Such an ANN based prediction of properties is suitable for
batch computation on a large number of systems, for which DFT alone would prove
too computationally expensive. Another advantage of this MLmethod is that it takes
as input a fixed size distribution, which does not bind it to samples with a specific
number of atoms.
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Fig. 11.7 The histogram of the lowest MSEs for validation, and the corresponding number of
training steps, in the case of the sigmoid activation function (top) and softmax function (bottom).
The colors designate the type of ANN: single hidden layer (1 L), two hidden layer (2 L), three
hidden layers (3 L) and three hidden layers with dropout (3 L + DO)
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Chapter 12
Hydrogen in Silicon: Evidence
of Independent Monomeric States

V. V. Voronkov

Abstract The data on hydrogen in saturated/quenched samples and in samples
exposed to plasma have been revisited. It is concluded that the monomeric
hydrogen in intrinsic silicon is represented mostly by two neutral species: Hb

(presumably a ground state of tetrahedral hydrogen) and Hs (a slow monomer in a
different interstitial position). At high T these species are in equilibrium, with a
concentration ratio close to 1. At lower T (at least at T � 500 °C) they become
independent one of the other. This conclusion differs from a conventional notion
that considers bond-centred H+(BC) ions to be dominant in intrinsic Si. In p-Si,
boron is passivated not only by H+(BC) ions (denoted H+(1)) but also by another
kind of H+ denoted H+(2). A presence of several independent species (Hb, Hs, H

+(1)
and H+(2)) gives rise to a rich variety of hydrogen depth profiles in plasma-exposed
silicon; these profiles are well reproduced by simulations.

12.1 Introduction

Hydrogen impurity plays an important role in silicon materials—by passivating
dopants and other defects [1–6]. In p-type and near-intrinsic Si, under equilibrium
conditions, the dominant monomeric state of hydrogen is thought [7] to be H+(BC)—
a positive ion in a Bond-Centred position. The acceptors (normally, boron B−) are
passivated by trapping H+ which creates neutral defects HB. The data on hydrogen in
siliconwere collected years ago, but they are still waiting for a proper analysis, in view
of a growing interest to hydrogen as a powerful and promising tool to control the
defects in Si.

Beside H+(BC), there is another relevant state of hydrogen: the neutral atom H0

in tetrahedral (T) location [7]. This one has a far lower concentration but a very high
diffusivity, and the hydrogen transport in intrinsic Si is controlled by this minor
species H0 [8] rather than by the dominant one, H+. In p-type Si the hydrogen
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transport is controlled by H+ but H0 is still important since formation of hydrogen
dimers [9] proceeds by a pairing reaction H0 + H+.

Most of the data on hydrogen states in samples saturated with hydrogen at high
T (around 1200 °C, up to a concentration of about 1016 cm−3) and quenched [10–13]
can be well understood [9] using the above simple notion. It turns out that during
even a very fast cooling (like 500 K/s) the equilibrium relation between the
monomeric states (H+ and H0) and the dimeric state (H2) is supported down to about
400 °C, and the H2 state finally becomes dominant. These dimers have been labelled
H2A; the subscript A is used to distinguish them from other dimeric forms observed
under different experimental conditions [9]. At T < 400 °C, the dominant equilib-
rium states of hydrogen are H2A and HB. The equilibrium fraction of HB increases
upon lowering T, but the transition from H2A to HB is slow, and the quenched-in
fraction of HB remains small. If the quenched samples are then annealed at low
T like 160 or 175 °C, the transition from H2A to HB goes on resulting [10, 11] in an
essential reduction in [H2A] and a corresponding increase in [HB]. Both concen-
trations are monitored by IR spectroscopy. The final (equilibrium) concentration
ratio of the two low-T major states, [HB]/[H2A], is strongly increased at a higher
boron concentration NB. At NB = 1017 cm−3, almost all H2A are expected to be
replaced with HB [9] which is indeed the case: by annealing at 175 °C, [HB]
increases up to the total (SIMS-measured) hydrogen concentration [13].

There are however other phenomena—observed both in saturated/quenched
samples and in samples exposed to hydrogen plasma—that disagree with the
scheme involving only H+(BC), H0(T) and HB single-hydrogen states. The aim of
this paper is to discuss these pieces of evidence—in favour of other relevant
monomeric species of hydrogen. In particular the concentration profiles in
plasma-exposed samples definitely show existence of two independent H+ ions;
both passivate boron forming two structurally different HB defects.

12.2 Hydrogen Loss from Saturated/Quenched Samples

Using a radioactive tritium isotope of hydrogen for saturation at around 1200 °C, it
was possible to monitor out-diffusion of hydrogen (tritium) into the ambient during
annealing in a range of 400–500 °C [14]. The dominant state of hydrogen, in this
T range, for the total concentration *1016 cm−3, is expected [9] to be H2A—
a species of a relatively low diffusivity D2A. The hydrogen transport is then
mediated by minor but highly mobile atomic species H+ and H0 present in equi-
librium with H2A. The dominant contribution is by H0 since the high-purity float
zone material of this study is intrinsic under annealing. The apparent diffusivity is
thus expected to be much higher than D2A but much smaller than the diffusivity Da

of atomic hydrogen [15] extrapolated from high T:
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Da ¼ 0:0094 cm2=s
� �

exp �0:48 eV=kTð Þ: ð12:1Þ

However, the loss of tritium occurs in a more complicated way [14]—in two
stages as illustrated in Fig. 12.1. There is a fast stage of loss that well corresponds
[9] to the expected effective diffusivity of H2A mediated by H0. This fast stage is
followed by a slow stage corresponding to a much smaller diffusivity:

Ds ¼ 2:3� 10�5cm2=s
� �

exp �0:53 eV=kTð Þ: ð12:2Þ

This expression refers to the tritium isotope. For other isotopes of hydrogen one
should take into account that the diffusivity is inversely proportional to the square
root of the isotope mass.

The slow stage of the tritium loss clearly shows that, apart form a “normal”
hydrogen community (composed of mutually equilibrated H2A, H

+(BC) and H0(T))
there is an independent hydrogen species denoted Hs—of a low diffusivity
Ds � Da—which is yet larger than D2A. It was speculated [9] that Ds refers to “fast
dimers” labelled H2B. These species may be formed, along with H2A, during a
quench but—unlike H2A—the H2B dimers do not dissociate in the temperature
range of 400–500 °C.

Another possible attribution of the Hs species is to a monomeric hydrogen that is
abundant at high T and resides in a position different from a tetrahedral site (for
instance, at the Anti-Bonding site, AB). The two monomeric subsystems, H+(BC)/
H0(T) and Hs, exist independent one of the other at T � 500 °C (in a range of
tritium loss experiments) implying a high barrier for the reconfiguration between
them. At well higher T, they are likely to coexist in an equilibrium ratio which
implies that Hs amounts to about 50% of the total atomic hydrogen—since the
fraction of the slow component in Fig. 12.1 is about 0.5.
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Fig. 12.1 Amount of tritium isotope in a sample (normalized by the starting value N(0)) in
dependence of annealing time at 400 °C, after [14]. The red line is the calculated contribution of a
slowly diffusing species Hs, for a uniform initial depth profile. The total calculated amount, for
both the fast and the slow components, is shown by the blue line
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The latter attribution of the Hs species—to an additional monomeric state—
seems more natural in view of data discussed in the next section.

The as-quenched state of hydrogen in p-Si includes two hydrogen communities. The
first one—originating fromH+(BC)/H0(T)—is represented byH2A andHB. The second
one originates from the Hs monomer. Upon subsequent annealing, the total concen-
tration of hydrogen in the H2A + HB sub-community remains close to 1016 cm−3 at
NB = 1016 cm−3 [11]. However at a higher doping level, NB = 1017 cm−3, the
achieved concentration of HB was considerable larger, 1.6 � 1016 cm−3 [13]. This
difference can be understood if, at lower NB, the Hs–related hydrogen component
remains “hidden”—non-detected optically. At higher NB, the Hs component converts
intoH2AorHB if this reaction is enhanced by boron or by holes (or by both). In this case
the concentration of HB tends to the total hydrogen concentration.

12.3 Depth Profiles of Hydrogen in Plasma-Exposed
Lightly Doped n-Si

Hydrogen depth profiles produced by exposure of lightly doped n-Si samples to
remote deuterium plasma at 150 °C [3] are composed of two distinct parts labelled
S (the near-surface one) and B (the bulk one); an example is shown in Fig. 12.2.
The shape of each part well corresponds to in-diffusion of some monomer—limited
by an irreversible pairing into dimers [8, 16]. The diffusion-limited formation rate
of dimers is

G ¼ 4 p r DC2; ð12:3Þ

where C is the monomer concentration, D is its diffusivity and r is the pairing radius
(expected to be about 0.3 nm). A steady-state profile C(z) is described by an
equation:

Dd2C=dz2 ¼ 2G: ð12:4Þ
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Fig. 12.2 Deuterium depth
profile after exposure to a
remote plasma at 150 °C for
60 min, after [3]. The donor
dopant concentration is
2 � 1014 cm−3, the intrinsic
electron concentration is
2 � 1013 cm−3 at 150 °C
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With a variable S(z) = D C used instead of C(z) the profile equation becomes

d2S=dz2 ¼ 8p r=Dð ÞS2; ð12:5Þ

involving only one bulk parameter, D/r. The solution is

SðzÞ ¼ Sð0Þ= 1þ z=Lð Þ2; ð12:6Þ

where the depth scale L equals [(D/r)/(4p S(0)/3)]1/2. The total hydrogen concen-
tration Ctot is mostly due to dimers, and it is close to 2 G t. The hydrogen profile is
of a convex shape, and it depends, apart of the D/r ratio, on the boundary value S(0)
of the D C product.

For the S-part, the deduced value of D/r is about 4 � 10−4 cm/s, and S
(0) = 1.1 � 106 cm−1 s−1. With r = 0.3 nm, the diffusivity of a species responsible
for the S-component is D = 1.2 � 10−11 cm2/s. This value is close to the diffusivity
of the Hs hydrogen species extrapolated to 150 °C by (12.2):
Ds = 1.4 � 10−11 cm2/s (for the deuterium isotope). The S-part is thus attributed to
the Hs atomic species supplied from the plasma ambient; they in-diffuse producing
dimers. If these dimers were H2A, they would diffuse by a distance (2 D2A t)1/2 that
amounts to about 0.3 µm. The hydrogen concentration would be then peaked at a
depth z � 0.3 µm due to out-diffusion of H2A to the sample surface. The absence of
this feature suggests that the dimers produced by Hs are different from H2A—and
much slower.

The parameter D/r, for the S-component, was found [8] to be the same for two
available profiles [3] of essentially different doping level—showing that the
in-diffusing Hs species is neutral. Accordingly, the diffusivity Ds by (12.2) refers to
the neutral Hs species.

For the bulk part of the profile (marked B in Fig. 12.2) the deduced ratio D/r is
about 0.6 cm/s, and S(0) = 1.5 � 106 cm−1 s−1. The value of D/r is independent of
the doping level of n-Si—suggesting in-diffusion of a neutral species. The diffu-
sivity Db for the bulk component (at r = 0.3 nm) is 1.8 � 10−8 cm2/s—very similar
to the atomic diffusivity by (12.1) which is 1.3 � 10−8 cm2/s at 150 °C for the
deuterium isotope.

At this point we are forced to deviate from the conventional notion that assumes
H+(BC) to be the dominant monomeric species in intrinsic Si. It looks that actually
the dominant species are neutral. In the beginning of studying hydrogen in Si it was
believed that a small hydrogen atom should reside in a tetrahedral interstice, and
stay neutral due to a large ionization energy. This old natural idea can be now
revived if we assume that the H0(T) state discussed above (of a low concentration
and a high mobility) is actually an excited state of tetrahedral hydrogen while the
ground state has a much higher concentration—higher than [H+(BC)] in intrinsic Si.
The ground and the excited states of tetrahedral hydrogen will be marked by the
symbols Hg and He, respectively.
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The monomer Hb of a diffusivity Db—responsible for the bulk component in
Fig. 12.2—is then interpreted as Hg species.

The high-temperature atomic diffusivity of hydrogen [15] defined by (12.1) is
thus controlled by Hb = Hg neutral species, and there are two major comparable
contributions into the monomeric concentration: that by Hb and that by Hs. The
high-T averaged atomic diffusivity is then expressed as

Da ¼ DbCb= Cb þCsð Þ: ð12:7Þ

A DsCs product is omitted here since Ds � Db. The average diffusivity by (12.7)
is roughly half as low as Db.

Within this modified treatment, the processes occurring during a quench from
high T should be re-considered. The H2A dimers are formed by a simple pairing of
two neutral dominant tetrahedral species: Hg + Hg—the same reaction that is
responsible for the B-part in Fig. 12.2. By 400 °C, the major states of hydrogen are
H2A and Hs. Subsequent redistribution from H2A to HB occurs through the disso-
ciation of H2A into the two mutually equilibrated species—either H+(BC) + He (as
was assumed previously) or H+(BC) + Hg. The dissociation is followed by trapping
of H+ by boron. Of the two dissociation paths, the latter one—that produces the
major neutral species Hg—seems to be more likely.

12.4 Boron Passivation by H+(BC) Ions

In p-type Si (normally, boron-doped) exposed to plasma, the boron acceptors are
passivated by in-diffusing ions H+(BC) which are trapped by B− species producing
neutral HB defects. For exposure at 150 °C, the bulk parts of concentration depth
profiles of hydrogen are well fitted [8] considering diffusion and drift of H+ free
ions which coexist in equilibrium with trapped ions, HB; the mass action law for
this equilibrium reads:

Hþ½ � B�½ �= HB½ � ¼ K; ð12:8Þ

where K is the equilibrium dissociation constant. The depth profile of HB is con-
trolled by only two parameters: (1) the surface value of the diffusivity-concentration
product, D+ [H+], and (2) the material parameter D+K. The deduced value of D+K is
around 6 � 104 cm−1 s−1 at 150 °C. With the known diffusivity D+ [4] the dis-
sociation constant K � 3 � 1013 cm−3 which corresponds to an HB binding energy
close to 0.75 eV.
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12.4.1 A Lower Doping Level: An Involvement of He

Neutral Species

A representative example [17] is shown in Fig. 12.3, for a doping level
NB = 1017 cm−3. The profile (induced by an exposure at 150 °C for 60 min) includes
a quasi-plateau portion (marked P) where boron is almost completely passivated, and
the hydrogen concentration is close to the total boron concentration NB. In the tail
portion (marked T) a degree of passivation is small; the effective hydrogen diffusivity
is controlled by a small fraction of mobile ions H+ in the H+ + HB community; this
fraction is K/NB according to (12.8). Hence the effective diffusivity within the tail
region is D+K/NB. The tail shape, if well resolved, allows to extract reliably the
D+K parameter; in the present example, the best-fit value is 5.5 � 104 cm−1 s−1.

The profile of Fig. 12.3 contains also a wide portion (to a depth of about 1.5 µm)
where the concentration is well larger than NB. This part (marked B) is similar to the
bulk component of Fig. 12.2. A natural explanation for this excess in the hydrogen
concentration is that some neutral species (denoted H*) in-diffuse and react with
HB (the major single-hydrogen species) to produce dimers.
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H� þHB ! H2 þB� þ hþ : ð12:9Þ

The production rate of H2 dimers is

G ¼ bD� C� HB½ �; ð12:10Þ

where C* is the concentration of in-diffusing neutral H* monomers, D* is their
diffusivity and b is the pairing kinetic coefficient—that would be equal to 4p
r � 4 � 10−7 cm for a diffusion-limited pairing. The in-diffusing H* species may
be either Hg or He as discussed below.

The shape of the B-part in Fig. 12.3 strongly depends on whether the H+ and H*
species are equilibrated or exist independently, without a transition between them
(which implies a large reconfiguration barrier). In the latter case, the depth profile of
H*—decoupled form that of H+—is described by a separate diffusion equation:

@C�=@t ¼ D�@2C�=@z2�G: ð12:11Þ

The diffusion/drift equation for H+ [8] is now modified by including a loss of HB
at a rate G. A best-fit computed profile of Ctot = [HB] + 2 [H2] is shown in
Fig. 12.3a by the solid curve. It gives a remarkably good reproduction of the whole
experimental profile including the B-part. The best-fit value of the pairing coeffi-
cient b is 10−8 cm—much smaller than the above-mentioned diffusion-limited
value. The best-fit surface value of the DC product for H* and H+ is 4.5 � 105 and
8 � 105 cm−1 s−1, respectively.

On the other hand, within a model of equilibrated H* and H+, the ratio [H+]/C*
is proportional to the hole concentration p, and the product D* C* in (12.10) is
expressed as D+[H+] p*/p where p* is the characteristic hole concentration for the
relative contributions of H+ and H* into hydrogen transport. The computed con-
centration depth profiles, for various assumed values of p*, give a poor fit; an
example is shown in Fig. 12.3b for p* = 1014 cm−3 and b = 1.5 � 10−7 cm. The
H* and H+ species are thus concluded to be independent monomeric states—at low
T, around 150 °C. If H+ is equilibrated with Hg, the independent H* species should
be He. Otherwise (if H+ is equilibrated with He) the H* species would be Hg

(identical to Hb). The former case (H* = He) seems to be more likely.
The dimers produced by reaction (12.9) have been treated as immobile species

different from H2A. If they are actually the mobile H2A dimers, the best-fit pairing
coefficient b will depend on the assumed dimeric diffusivity D2A which is somewhat
scattered [18]. For a lower number, D2A = 10−13 cm2/s, the best-fit profile (achieved
with b = 1.4 � 10−8 cm) is indistinguishable from that shown in Fig. 12.3a. It
cannot be thus decided, by these data, whether the H2 dimers are identical to H2A or
not. The dimeric diffusion will be manifested more definitely at a higher T (for larger
D2A) and a longer time—when the diffusion scale (2 D2A t)1/2 becomes larger.
A concentration profile reported [19] for 185 °C/2 h exposure (Fig. 12.4) clearly
shows that the dimers do diffuse: otherwise a concentration profile would be
exponential (the red curve 1). The profile computed with the best-fit parameters (the
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dimeric diffusivity D2A = 5 � 10−13 cm2/s, the pairing coefficient b = 2 � 10−8

cm, and the surface value of D*C* = 3.2 � 105 cm−1 s−1) is shown by the curve 2
in Fig. 12.4. It well reproduces the experimental profile, including a near-surface
part around z = 0.5 µm where the concentration of produced dimers (H2A) is
reduced by their out-diffusion to the surface.

12.4.2 A Higher Doping Level

Another example of boron passivation in plasma-exposed sample [20, 21] is shown
in Fig. 12.5. A shape is very similar to that shown in Fig. 12.3, and the tail-based
number for D+K is 6 � 104 cm−1 s−1, close to the value found above at a lower
doping level. A penetration scale of H*—limited by the pairing reaction (12.9)—is
equal to (b NB)

−1/2, by (12.11) and (12.10) where the concentration [HB] is close to
NB. The scale becomes much shorter for a higher NB (here, about 0.04 µm)—but not
short enough to reproduce the near-surface part of the profile in Fig. 12.5, even
without dimeric diffusion which actually occurs to still a larger distance of 0.2 µm.
Hence the near-surface part in Fig. 12.5 cannot be attributed to the pairing reaction
(12.9). It is likely that now a similar pairing reaction occurs—but involving Hs

instead of H*; accordingly the near-surface part in Fig. 12.5 is marked S. The dimers
H2 produced by this reaction seem to be practically immobile at 150 °C. They may
correspond to a so called H2* configuration [22] composed of two oppositely
charged hydrogen ions located around a Si atom along 111h i axis.
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12.4.3 A Depth Profile of Holes: An Effect of Boron
Compensation

For the previous case of a high doping level, also the hole profile p(z) is available
along with the concentration profile Ctot(z) [21]; the former is shown in Fig. 12.6 by
circles. Both p(z) and Ctot(z) profiles are computed simultaneously; the hole profile
affects the drift of H+, and the hole concentration is expressed through that of
hydrogen species. Under an assumption of non-compensated boron-doped material,
p ¼ NB � HB½ �� Hþ½ � where a contribution of H+ is negligible [8]. The computed p
(z)—shown by the curve 1 in Fig. 12.6—strongly deviates from the measured
profile. A hypothesis to account for this discrepancy [23] was a simultaneous
in-diffusion of two independent kinds of passivating H+ ions. One of them (of a
larger D+K = 6 � 104 cm−1 s−1) is responsible for the tail part, and the other (of a
smaller D+K � 104 cm−1 s−1)—for the rest of the profile. Presently, a much
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simpler explanation has been found: a slight compensation of boron with donors, of
a concentration Nd. In this case,

p ¼ NB� HB½ ��Nd: ð12:12Þ

Although Nd � NB, a contribution of donors is essential in a region of a strong
passivation, where B�½ � ¼ NB� HB½ � is much smaller than NB. The hole profile
calculated with the best-fit value of Nd = 3 � 1017 cm−3 is shown by the curve 2 in
Fig. 12.6, and it gives a reasonably good fit to the experimental profile—remark-
ably better than a fit by two kinds of H+ [23]. The computed concentration profile is
also affected by compensating donors; the solid curve in Fig. 12.5 has been com-
puted using (12.12) with the same value of Nd. The best-fit diffusivity-concentration
products used to calculate the profiles in Figs. 12.5 and 12.6 is 9.3 � 105 and
8 � 105 cm−1 s−1 for the H+ and Hs species, respectively.

A second kind of H+ ions is not thus required to reproduce the hole profile in
Fig. 12.6. Yet a second kind of passivating H+ ions—beside H+(BC)—does exist as
discussed in the subsequent sections.

12.5 Boron Passivation by H+ Ions Different from H+(BC)

The concentration profile for a boron-doped sample (NB = 1.3 � 1018 cm−3) after
exposure to a deuterium plasma at 200 °C for 5 min [24] is shown in Fig. 12.7. It
has a shape very similar to that shown in Figs. 12.3 or 12.5. The D+K at 200 °C—
calculated with the known D+ and the known temperature dependence of K [8] is
large—about 2 � 106 cm−1 s−1. A profile computed even with a somewhat smaller
value, 106 cm−1 s−1 (the curve 1 in Fig. 12.7) is inconsistent with the experimental
profile that shows a very steep tail (T) and a strong boron passivation in the plateau
region (P). The experimental profile is reproduced only using a much smaller value
for the D+K product, about 104 cm−1 s−1 (the curve 2 in Fig. 12.7).
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A similarly small value of D+K was also found [9] for H+ ions that passivate
boron-doped substrate (NB = 1017 cm−3) separated form the surface with an n-type
implanted region, for the same exposure temperature of 200 °C.

A remarkably small value of D+K in the above examples clearly show that the
boron passivation is not by H+(BC) ions (of a large D+K) but by some other kind of
H+, of a different lattice location. From now on, we denote these two independent
kinds of passivating ions by H+(1) and H+(2). The first one is H+(BC). The location
of the second one, H+(2), is yet unknown.

The near-surface part of the profile in Fig. 12.7 is attributed, as before, to the
pairing reaction (12.9) or to a similar reaction involving Hs instead of H*. In the
latter case the near-surface part should be marked S instead of B. A difference from
the previous cases is that H* (or Hs) now reacts with a different kind of the HB
defect—that formed by trapping H+(2) by boron and denoted HB(2). The previ-
ously considered HB defect—formed by trapping H+(1)—is denoted HB(1). The
pairing kinetic constant is accordingly denoted b(2) (or bs(2)); it is deduced to be
4 � 10−7 cm—close to the expected diffusion-limited value. The
diffusivity-concentration product is 6 � 106 and 5 � 106 cm−1 s−1 for H+(2) and
H* (or Hs), respectively. The produced H2 dimers have been allowed to diffuse, to
get a somewhat better fit; the fitted diffusivity D2 = 1.7 � 10−14 cm2/s is essen-
tially smaller than that of H2A (which is about 2 � 10−12 cm2/s). The produced
dimers are therefore slow species, probably of H2* configuration.

12.6 Two Kinds of H+ Ions Present Simultaneously

The profiles for 150 °C exposure have been well fitted assuming only one kind of
passivating ions, H+(1), while the profiles for 200 °C—also assuming one (but
different) kind, H+(2). It can be expected, that in other examples both kinds of H+

are essential. The equilibrium (12.8) for passivation holds for both ions, the con-
centration [HB] for each kind is proportional to [H+]/K. With comparable
diffusivity-concentration products S+ = D+ [H+] for the two kinds of ions, the [HB]
(for each kind) is proportional to S+/(D+K). The H+(2) ions, due to a much smaller
D+K, are the major passivating species penetrating down to some depth z2. The
H+(1) species, within this depth z2, meet a very low concentration of remaining
boron traps B− since the majority of boron is converted into HB(2) defects. Hence
the H+(1) ions easily penetrate through the z2 region and spread further into the
sample bulk, where they passivate boron into HB(1) defects—down to some depth
z1 well larger than z2. This qualitative picture will be supported below by the
computed profiles of HB(1) and HB(2).

A separation of the hydrogen-passivated depth into the two regions—a
near-surface region populated with HB(2) and a deeper region populated with HB
(1)—will affect the production of dimers by interaction of H* with HB by the
pairing reaction (12.9). The pairing coefficient b can be much larger for an inter-
action of H* with HB(2) than for an interaction with HB(1). Then the concentration
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of produced dimers, for a gradually decreasing C*(z) profile, will be large within
the HB(2)-populated region z2, and will be sharply reduced at z > z2. Such a steep
reduction in the total concentration was indeed reported [25]; Fig. 12.8a shows such
a profile for a doping level NB = 1.5 � 1016 and exposure at 125 °C for 1 h. The
kinetic equations for simultaneous propagation of two ions, H+(1) and H+(2), were
given in [23]. They should be modified only by adding a loss term due to pairing
with the H* neutral species. A loss of H+(1)/HB(1) is equal to G(1) specified by
(12.10) that involves HB(1) and the coefficient b(1), while a loss of H+(2)/HB(2)—
by a similar equation involving HB(2) and the (much larger) coefficient b(2). The
best-fit profile is shown by the solid curve in Fig. 12.8a. The combination D+K for
H+(1), at 125 °C, is 5 � 103 cm−1 s−1; the adopted value of D+K for H+(2) is 100
times smaller (the computed curve is not sensitive to a precise value of this
parameter). The adjusted kinetic coefficients b(1) and b(2) are 2.5 � 10−9 and
3.5 � 10−8 cm, respectively. The surface values of the diffusivity-concentration
products for H+(1), H+(2) and H* are 1.3 � 104, 1.65 � 104 and 1.6 � 105

cm−1 s−1, respectively. The label B2 in Fig. 12.8a marks a region of dimers pro-
duced by reaction (12.9) of H* with HB(2). The labels P1 and T1 mark profile parts
controlled by H+(1). The near-surface component marked S is narrow, falling into a
range of plasma-damaged layer [17]; it was formally described as self-pairing of Hs.
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The computed individual depth profiles of HB(1) and HB(2) are shown in
Fig. 12.8b. They follow an expected behaviour outlined above: the HB(2) species
populate a near-surface region while HB(1)—a deeper part of hydrogen-penetrated
depth.

A steep reduction in Ctot(z)—similar to that shown in Fig. 12.8a—was also
found [25] at a higher doping level, NB = 1017 cm−3 (at the same T and duration).
This profile is shown in Fig. 12.9. The solid curve was computed using the same
material parameters (D+K and b for the two kinds of H+/HB) and the following
boundary values of the diffusivity-concentration product: 1.25 � 104, 2.3 � 104

and 1.4 � 105 cm−1 s−1—for H+(1), H+(2) and H*, respectively.

12.7 Summary

The conventional notion of hydrogen monomeric states in Si is that the dominant
form, in p-type and intrinsic silicon, is the H+(BC) ion residing in Bond-Centred
position. However, a close look at the experimental data on hydrogen species
manifested in saturated/quenched samples and in plasma-exposed samples suggests
an essential modification of this notion.

It appears that the dominant forms of hydrogen in intrinsic Si are represented by
two neutral species: Hb (probably, a tetrahedral atom in the ground state, of a
moderate diffusivity) and Hs (a species of a low diffusivity, in a non-tetrahedral
location—for instance H0(AB), an atom in the Anti-Bonding site). In p-type silicon,
there are generally two independent positive ions, H+(1) and H+(2); each passivates
boron by forming its own HB defect: HB(1) and HB(2), respectively. The H+(1)
corresponds to a H+(BC), a conventional preferred site for a positive ion. The H+(2)
is of not yet defined location. The two kinds of H+ strongly differ regarding the
value of D+K parameter where D+ is the ion diffusivity and K is the equilibrium
dissociation constant of the corresponding HB defect: this parameter is about 100
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times smaller for the H+(2) ion. The total hydrogen concentration in p-Si includes,
beside that of HB(1) and HB(2), also a contribution of dimers H2 produced by a
pairing reactions of neutral species with both HB(1) and HB(2). For some reactions,
these dimers are concluded to be H2A, moderately mobile species. For other
reactions, the produced dimers are of a much lower mobility. The dimeric contri-
bution is dominant within a penetration depth of in-diffusing neutral species that is
limited by their trapping and inversely proportional to NB

1/2.
In some examples, the plasma-induced hydrogen profiles can be well simulated

assuming only one kind of H+—either only H+(1) or only H+(2). In other examples,
a presence of both kinds is clearly manifested. In this case the hydrogen-passivated
depth is composed of a near-surface region dominated by HB(2) and of a deeper
region dominated by HB(1). The dimeric component originates mostly from HB(2),
and for this reason there is a sharp reduction in [H2] at the boundary between a
near-surface HB(2)-region and a deeper HB(1)-region.

Existence of several kinds of neutral and positive monomers—and of at least two
kinds of produced dimers—leads to a rich variety of concentration depth profiles,
dependent on the boundary conditions for these monomers.
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Chapter 13
Architecture and Function of Biohybrid
Solar Cell and Solar-to-Fuel
Nanodevices

Silvio Osella, Joanna Kargul, Miriam Izzo and Bartosz Trzaskowski

Abstract In recent years, an immense research effort has been devoted to the
generation of hybrid materials which change the electronic properties of one con-
stituent by changing the optoelectronic properties of the other one. The most
appealing and commonly used approach to design such materials relies on com-
bining organic materials or metals with biological systems like redox-active pro-
teins. Such hybrid systems can be used e.g. as bio-sensors, bio-fuel cells, biohybrid
photoelectrochemical cells and nanosctuctured photoelectronic devices. Although
experimental efforts have already resulted in the generation of a number of bio-
hybrid materials, the main bottleneck of this technology is the formation of a stable
and efficient (in terms of electronic communication) interface between the biolog-
ical and the organic/metal counterparts. In particular, the efficiency of the final
devices is usually very low due to two main problems related with the interfacing of
such different materials: charge recombination at the interface and the high possi-
bility of losing the function of the biological component, which leads to the
inactivation of the entire device. In this chapter, we explore the power of compu-
tation to answer pressing questions for a rational design of the different components
of the biohybrid interface.

13.1 Introduction

The need to find new sources of energy production for our everyday consumption is
one of the most pressing issues of our age. To overcome the dependence on fossil
fuels and to assess renewable energy resources, innovative paths must be followed,
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to go beyond the conventional technologies already available. Moreover, consid-
ering the climate change problem and environmental pollution as result of pro-
duction and consumption of energy from fossil fuels, the need of green and
renewable energy sources is a milestone which needs to be reached in the next 2
decades. To counteract these problems, the European Union (EU) set a ‘Renewable
Energy Directive’ with a target of 32% of consumption of energy deriving from
renewable sources, 40% reduction of greenhouse gas emission and at least 32.5%
increase in energy efficiency by 2030. Within this action, the EU countries have
committed to reach their own national renewables targets ranging from 10% in
Malta to 49% in Sweden (ref. EU directive). In addition, each of them is required to
have at least 10% of the transport fuels generated by renewable sources by 2020. In
the frame of this ambitious goals, the need of new efficient and green sources of
energy is a priority for material science, with much effort already dedicated to
Organic Photovoltaics (OPV), Organic Field-Effect Transistors (OFET), as well as a
new class of solid-state fuel cells for transport. Yet, the most promising devices had
reached only 10–12% external efficiency to date, which is not enough for a
widespread use of such systems. Additionally, many of the components of these
organic electronic devices are constituted of non-abundant and expensive elements,
such as indium or ruthenium, precluding them from being viable.

A different approach to this problem is to take advantage and mimic what nature
was able to perfect upon millions of years of evolution. Yet, one of the biggest
challenges in modern science is to replicate in an artificial way the most basic
processes performed by nature, such as photosynthesis. This fundamental process
has been found to be extremely complicated and very difficult to be reproduced in
the laboratory settings using artificial, man-made systems/devices [1–3]. This is due
to the many components needed from light-driven charge separation to the transport
of charge between different photosynthetic reaction centres to the final production
of reducing equivalents, subsequently used for solar fuel synthesis. Although
almost all of these steps are nowadays fully understood, mimicking this complex
photosynthetic machinery in the full solar-to-fuel artificial devices that use water as
the sole source of reducing equivalents is still prohibitive at an industrial scale. In
particular, in the last five years research effort was focused on the creation of an
‘artificial leaf’ device able to produce clean energy from absorption of light, with
some encouraging results [4]. Although in its infancy, this relatively new research
approach has the potential of taking advantage of two well-known branches of
research: photobiology and nanomaterial science. In fact, by combining in a syn-
ergetic way the optical properties of light harvesting proteins and the electronic
properties of nanomaterials, it might be possible to create a new class of biohybrid
working devices with enhanced impact on sustainability.

This chapter overviews the artificial photosynthesis process and the key com-
ponents for building an efficient biohybrid interface. The main part of the chapter
focuses on how state-of-the-art computational methods play an important role in
designing and building an efficient interface and in answering some fundamental
questions not easily accessible from experimental science. It also discusses the main
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challenges that the computational approach faces when describing direct energy and
electron transfer (ET) in such biohybrid interfaces. Finally, it examines the future
perspectives for biohybrid devices.

13.2 Biohybrid Interfaces in Photosynthesis

Biohybrid devices are the meeting point of two disciplines that only recently started
to interact, namely biology and material science. The potential of such collaboration
is to take advantage of the best of the two fields and design and build devices that
mimic the photosynthetic apparatus of plants in a laboratory setting. In nature,
photosynthesis occurs through a highly complex apparatus in which the light is
absorbed and converted into electrons via two large membrane proteins, photo-
system I and photosystem II (PSI and PSII) [5, 6] with a multi-steps proton-coupled
electron transfer chain reaction that has been perfected during evolution to effi-
ciently convert solar energy into the biological hydrogen-storage compound,
reduced nicotinamide adenine dinucleotide phosphate (NADPH). Next, ATP is
generated by the ATP synthase enzyme, powered by the proton gradient generated
by the processes which take place across the photosynthetic membrane. Both
products, ATP and NADPH, are then used for subsequent fixation and reduction of
atmospheric CO2 into carbohydrates. The natural photosynthetic apparatus is
depicted in Fig. 13.1. As a result of the sequence of reactions that take place within
the photosynthetic process, the plant or alga converts solar energy into chemical

Fig. 13.1 Natural photosynthetic apparatus. The photosynthetic electron transport and subsequent
generation of reducing equivalents and NADPH is performed by the concerted action of three
transmembrane proteins: PSII (PDB: 3WU2), cytochrome b6f (PDB: 1VF5) and PSI (PDB: 1JB0)
complexes. Thanks to the presence of a mobile electron carriers which can either be plastocyanin
(PC) in higher plants and green algae or cytochrome c6 (PDB: 1CYI) in algae and cyanobacteria,
the electrons are transferred to PSI and subsequently to ferredoxin (Fd, PDB: 3AB5) and
ferredoxin: NADP+ reductase (FNR, PDB: 1FNB) to obtain the final NADPH product. The ATP
forming enzyme is not shown for clarity
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energy. The key to success relies on: (1) physical separation of the light collection
(protein antenna) and the catalytic centre; (2) absorption of two photons for gen-
eration of sufficient potential for water oxidation; (3) spatial separation of oxidative
and reductive chemistry and relevant products; (3) multielectron character of water
oxidation and proton/CO2 reduction; (4) efficient management of proton-coupled
electron transfer for both catalytic reactions, and last but not least (5), use of
self-assembled and self-renewable molecular catalysts embedded in responsive
matrix.

In order to perform all the needed oxidative and reductive reactions, a potential
gradient is required. In fact, every cofactor present is organized in such a way that
the photoactivated electrons move down an energy gradient, in the so-called ‘Z-
scheme’ of light reactions [7]. Natural photosystems operate as nearly perfect
photoelectrical/photovoltaic molecular nanomachines, exhibiting internal quantum
efficiency close to 100%. All the inbound redox active cofactors, photon capturing
pigments and metals of the water oxidation catalyst (WOC) of PSII are spatially
organized to maximize forward proton-coupled electron transfer (PCET) and
minimize wasteful back reactions. The water oxidation reaction occurs through
the tightly synchronized interaction of the highly oxidizing species P680+

(Eo = +1.25 eV), formed upon absorption of red photons in the reaction center
(RC) of PSII, with the WOC present in the vicinity of P680, the Mn4O5Ca cluster of
the oxygen evolving complex (OEC). The process is underpinned by the
light-driven extraction of four electrons from two substrate water molecules, thus
requiring absorption of four consecutive red photons by P680 RC. The by-product
of this reaction is molecular oxygen. PSI also absorbs four red photons to build
sufficient potential (Eo = −1.3 eV) for subsequent reductive chemistry associated
with CO2 conversion into glucose (Fig. 13.2).

Recent reports have outlined the successful interaction between photoactive
light-harvesting proteins (LHP) and synthetic semiconductors [8, 9]. In these hybrid
systems, the tunable energy levels of the semiconductor and the flexibility of the
protein at the interface allow for switchable energy and/or electron transport. The
possibility of finely tune the band gap of semiconductors, the ability of absorbing
light on different portion of the solar spectra and the presence of the required
driving force to complete chemical reactions at the surface, make them a material of
choice for biomolecular/semiconductor or biohybrid interfaces, as they function in a
similar matter to the reaction centers of natural LHP. This new composite material
can be applied to a vast range of applications, when either energy or electron
transfer is considered as the primary mechanism, such as photochemical cells,
optical biosensors and nanostructured photoelectronic devices (Fig. 13.3).

Given the fact that the natural photosynthetic apparatus is a system of high
complexity, essential simplifications must be made when trying to create an arti-
ficial conductive interface in a laboratory. This usually means a complete removal
of the membrane and a general architecture of the system based on a multi-layer
stacked device. The easiest design for a hybrid interface is to directly assemble the
LHP (i.e. PSI) over the semiconducting material. In this way, the orientation of the
protein plays a crucial role in determining the direction of electron transfer either
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from or to the electrode, leading to either cathodic or anodic currents. To work as a
photoanode, the conduction band of the semiconductor should be lower in energy
compared to the excited energy level of LHP and the redox potential negative
enough to supply an electron to the protein. On the other hand, cathodic electron
transfer occurs when the valence band of the semiconductor is lying above the
reduction potential of the photosynthetic reaction center (RC) and its redox
potential is more positive than the excited level of the RC [10, 11]. Yet, this strategy
lacks of fine control over the orientation of the LHP and its flexibility is strongly
inhibited and a strong charge recombination at the interface is observed, which is
related to both the strength of the protein-metal interaction and the nature of the
metal (or semiconductor) used. To enhance the flexibility of the protein and to have
better control over its orientation, multi-layered devices have been considered.

Recently, Nocera’s group has effectively built a so-called ‘artificial leaf’ which is
composed of many different layers of different earth-abundant materials and

Fig. 13.2 Energetics of the components of the photosynthetic electron transfer pathways. Each
primary donor and ET cofactors are organized in the highly conserved pathways in which
photoactivated electrons move down the energy gradient. In oxygenic photosynthesis PSII and PSI
work in tandem within the “Z-scheme” of light reactions to drive cyclic photo-oxidation of two
water substrates upon absorption of four quanta of light by PSII’s P680 RC. For evolution of each
O2 molecule, eight quanta of light are required to be absorbed by both photosystems present in the
same membranes. In anoxygenic photosynthesis, bacterial Type II and Type I RCs that are
evolutionary related to PSII and PSI RCs, respectively, drive oxidative and reductive chemistry,
using other substrates than water. These bacterial RCs do not exist together in the same cell in
contrast to PSII and PSI. Reproduced from [7]
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operates under simple conditions and at 1 sun (AM 1.5, 100 mW cm−2) illumi-
nation [12]. This cell was nanoengineered by interfacing triple junction amorphous
Si to the Co-based oxygen evolving complex (Co-OEC, similar in 3D structure to
CaMn4O5 catalyst that is present in the PSII water-splitting enzyme), and a
NiMoZn alloy cathode for the hydrogen evolving reduction (HER) to form a
sandwich-type structure (Fig. 13.4). The photosynthetic RC has been replaced here
with the Si junctions which absorb light and converts it into a series of charge
separation states, generating sufficient potential for water splitting. Water-derived
electrons are then used for the reductive chemistry, yielding molecular hydrogen.
Within this configuration, a broad light absorption spectrum can be measured,
extending to the near IR part of the solar spectrum and ensuring strong photon
absorption. Moreover, this simple junction cell produces 8 mA cm−2 of current at
an open circuit voltage of 1.8 V with an overall efficiency of 6.2%, which is
comparable with the full organic P3HT-PCBM bulk heterojunction solar cells of
about 5–6% [13].

Despite the high efficiency, the system built by Nocera is not a full hybrid
device, since it considers only the catalytic complex of the LHP as active com-
ponent for the OPV process. To consider a real biohybrid interface, the whole LHP
or at least its RC, responsible for the charge separation and charge transfer, should
be considered. A promising biohybrid all-solid dye-sensitized solar cell (DSSC) has
been recently reported, being one of the first examples of integration of PSI-based
devices with an improved efficiency [14]. The structure of the device is relatively
simple, consisting in a layer of hematite-coated fluorinated tin oxide (FTO) on
which an oriented multilayer of robust PSI has been adsorbed with the reducing side
close to the electrode surface. The PSI multilayers were covalently cross-linked, to

Fig. 13.3 Different photo-induced electron transfer mechanisms in common artificial systems
which can be used for applications of biohybrid systems. a Molecular triad, b Semiconductor
photocatalyst, c DSSC, d DSSC coupled to a water–oxidation catalyst, e tandem water–splitting
cell. D refers to electron donor; C and C* ground state and excited chromophore; A electron
acceptor; CB and VB conduction and valence band; N3 and N3* ground and excited state Ru–
based N3 dye; WOC water oxidation catalyst; CB′ and VB′ conduction and valence band of
narrow bandgap semiconductor
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give structural integrity to the final device. This simple design led to an overall
current density of 56.9 lA cm−2 and an open circuit voltage of 321 mV, which
translates into an efficiency of 0.17%. This value might seem extremely small when
compared with the previous device of Nocera, but it is twice more efficient than
previously reported device consisting of hybrid PSI/semiconductor materials [15].
In addition, this is one of the first attempts to incorporate the full LHP into a
working solid-state DSSC. Considering the complexity of the protein itself and the
inherent difficulties in orienting the different layers, it is an interesting proof of
concept. The enhanced light absorption and charge separation intrinsic for hematite
have been considered as the probable cause for the high efficiency and long-term
stability (up to 90 days) of the device, proving the possibility of creating a truly
green biohybrid cell for solar-to-fuel conversion.

The fabrication of a full bioelectrode has been reported very recently [16]. It
consists of highly-oriented PSI on a single layer graphene electrode involving a
‘sandwich’ stacking structure with different biological and organic molecular
linkers. To assure a high orientation of the PSI, the protein should be wired to the
functionalized graphene surface and genetically engineered to incorporate affinity
tags (or metal-binding peptides) into their structure. Another strategy is to create
intermolecular interaction between the LHP and natural electron donors, such as

Fig. 13.4 The artificial leaf. The p-side of a triple junction Si solar cell is coated with an ITO
protective layer and Co-OEC. The n-side is coated with a NiMoZn HER catalyst. The Si
absorption (top right) and current/voltage (bottom right) properties are shown. The overall solar
cell efficiency is 6.2%. Reprinted with permission from Account Chem. Res. 45, 767–776 (2012).
Copyright (2019) American Chemical Society
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cytochrome c553, which promotes the electron transfer to the electrode and can be
used as the biological conductive interface between graphene and LHP. Yet, with
this strategy an additional degree of complexity is added, since now also the
cytochrome should have a specific orientation over the electrode. The final layered
device consists of a functionalized single layer graphene (SLG) with a
self-assembled monolayer (SAM) of organic molecules composed of p-p stacked
pyrene derivatives functionalized with nitrilotriacetic acid (NTA) chelating Ni2+

cations. Through this direct chelation, the His-tagged cytochrome is bound to the
SAM-SLG electrode, and on the top of this, the oriented PSI (with its donor side
pointing towards the electrode) is incorporated by means of electrostatic and
hydrophobic interactions. The final structure of the all-solid-state device is reported
in Fig. 13.5a. From fluorescence and photoelectrochemical characterization the
authors of the study conclude that not only the PSI in close proximity to SLG take
part in the electron transfer, but also the other PSI present in the multilayer play a
role for the transfer of charge. Moreover, a measured photocurrent of 370 nA cm−2

at high negative bias of −300 mV indicates that for this particular bioelectrode
configuration the electrons flow from the SLG to the PSI layers through the SAM
interface due to the cytochrome-driven orientation of the LHP, which exposes the
hole-generating side towards the electrode. In addition, in devices where PSI is
randomly oriented, the photocurrent was reduced over five fold, thus defining the
key role played by the proper orientation of the protein for improvement of the final
efficiency of the device.

Fig. 13.5 Overview of two rationally designed biohybrid architectures proposed from experi-
ments. The absorption of light triggers the charge transport to the graphene through the tag linking
the (cytochrome) self-assembled monolayer (SAM), which activates the bio-electronic device
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13.2.1 Mechanism of Action

The mechanism of action governing the biohybrid interface is fairly straightforward
and fully understood. This is due to a strong advancement into the knowledge of the
mechanism of natural light harvesting proteins such as PSI and PSII, which only
recently have been fully unraveled due to advancement in structural and biophysical
methods.

Briefly, in the natural photosynthetic process, a photon is absorbed by the
antenna of PSII and funneled to the reaction center to produce an excited hole/
electron pair; subsequently, the hole is transferred to the oxygen evolving complex
which is responsible for the water splitting resulting in the release of O2 and four
protons from 2 substrates bound within the catalytic metal center. On the other
hand, the electron is transferred to PSI (generating another hole upon absorption of
a red photon in its reaction center) via a series of redox-active cofactors to generate
reducing equivalents in the form of NADPH. The outstanding quantum yield of
hole/pair production and separation in photosynthetic reaction centers, close to one,
and not reached by any man-made synthetic systems, is the main advantage of the
use of light harvesting proteins for solar-to-fuel nanodevice applications. The key to
understand this extremely high efficiency has been discovered only recently by
means of different experimental approaches [17]. One of the most important factors
is the spatial separation of PSI and PSII reaction centers (i.e. separation of reducing
and oxidative processes), which allows the generation of one hole/electron pair one
photon at the time. Yet, when trying to reproduce this in an artificial way, one
should keep in mind that the full process generates four hole/electron pairs in total,
in the presence of a strongly oxidizing environment.

With the hole/electron pair production mechanism unraveled, the next step is to
create a system in which these free charges are effectively transported from the
photoactivated protein to the electrode to generate current. To achieve this, the light
harvesting protein should be coupled with linkers which are then connected to the
photoelectrode of choice. A lot of literature report different methods and linkers to
have high yield electron transfer (see the review of Kargul [18] for a detailed
description). In this chapter we focus on the overall transfer of electron from the
LHP to the electrode, as depicted in Fig. 13.5. In fact, after absorption of light, the
photon is funneled to the reaction center of the LHP and one hole/electron pair is
formed. Then, the electron transfer to the photoelectrode can occur via the linker,
either a small protein such as cytochrome or a self-assembled monolayer of organic
conjugated molecules.

13.2.2 Competing Pathways

State-of-the-art devices for photoconversion designed up to date possess poor
efficiencies (only up to 1–2%) due to the complexity of the structure and the lack of
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knowledge and design of efficient interfacing between the different components of
the system [19–21]. To obtain an efficient electron transport pathway, rational
design of the biohybrid interfaces is required. The main challenges are related to
competing ET pathways which have detrimental effects on the performance of the
device, and are related to: (1) the degradation of the protein induced by the for-
mation of reactive oxygen species upon charge separation and water splitting,
(2) charge recombination at the interface and within electrode and LHP modules
and consequent inefficient charge transfer (CT) between the LHP and the electrodes
of the nanodevice and (3) the presence of a non-physiological environment that can
disrupt the protein’s function [22]. Hence, in order to achieve high efficiency, there
is a need for developing rational design of efficient electronic contacts between the
photoactive layer and the conducting electrode, as well as to obtain uniform and
dense packing [23].

Recent studies identified the link between the reduced CT and anodic electron
transfer generated in a PSII/ITO electrode, which arises from the oxygen reduction
that occurs inside the PSII structure, in the inner antenna subunit [24]. In turn, this
pathway caused a short-circuit in charge flow, pointing to the significance of the
environment when constructing the device (in the specific case, in absence of
oxygen). Moreover, the final efficiency of the device is not merely due to the
proximity and orientation of the LHP over the semiconductor, but is the net result of
multiple competitive energy (and electron) transfer pathways.

As a result, it is obvious that the choice of the different components of the final
device is of crucial importance [25]. From the biological point of view, due to the
anisotropy of LHPs, the appropriate orientation upon assembly is crucial and must
be assessed either experimentally or theoretically, to maximize the electron transfer.
Thus, four important steps should be considered: (1) relationship between the
chemical and electronic structure of the linkers and the LHP; (2) orientation of the
bioactive component over the linker and photoelectrode surface; (3) creation of a
dense and uniform monolayer of both linker and LHP; (4) supramolecular electron
transfer process between the different interfaces (i.e. photoelectrode/SAM; SAM/
LHP) to minimize charge recombination.

From the material point of view the main challenge is to find a nanomaterial that
has the following characteristics [26–28]: (1) should be highly conducting or
semiconducting material; (2) should have a suitable bandgap in between 1 and
2 eV; (3) should have good absorption in the range of visible/near-IR wavelengths
and (4) efficient charge separation with little or negligible recombination of charges.
To date, no material that fulfils all the aforementioned requirements has been found.
Traditionally, the semiconductors used for to build bioelectronics materials are
either noble metals (e.g. gold, silver) or inorganic metal-oxides [29–31] (see
Sect. 13.3.2). Yet, emerging ‘organic metals’ or semimetals can be promising
candidates to fulfill all the needed properties. In addition, there are two important
issues which need to be considered to overcome the charge recombination bottle-
neck: the choice of the organic material to assure high flow of charges and the
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biocompatibility of the material. On one hand the organic material must not disrupt
the properties and functionality of the bioactive component upon the formation of
the interface in a non-physiological environment, since the final device is all-solid
state, while ensuring high charge transport rate. Furthermore, the modification of
the organic semiconductor can be problematic, leading to structural changes that
can strongly alter the conjugated lattice needed for the charge transport (i.e. for
graphene, the p-electron delocalization).

13.3 Proof-of-Concept System: Components

One of the most promising approaches towards the solution of the presence of
competitive pathways is to reduce the complexity of the system while preserving
the fundamental building blocks of this process. In this view, the two light har-
vesting complexes PSI and PSII as well as small light harvesting/redox active
proteins (SLHP) such as azurine, plastocyanin and peridinin-chlorophyll-protein
complexes (dubbed PCP) were used in proof-of-concept systems for the efficient
harvesting of light and subsequent transport of charges [7, 32]. In fact, once the
photon is absorbed by the antenna of PSI (PSII) or SLHP, it is converted into
electrons with a quantum efficiency close to one, thus ensuring a high charge carrier
towards the electrode. This biomimetic device should be capable of both con-
ducting thermodynamically demanding water splitting reaction and use the
water-derived protons and electrons to produce molecular hydrogen and/or
carbon-based liquid fuel from reduction of CO2 such as methanol and formate
[33, 34]. This can pave the way to photosystem-based solar cells, bio-photosensors
and biohybrid solar-to fuel devices. As a result, a lot of research effort has been
focused on the connection between photosynthetic proteins and electrodes to obtain
a truly green photosensing device in bio-optoelectronics or solar-to-fuel devices
[35–38]. In order to obtain an adequate interaction between the protein and the
electrode, attention must be paid to the material used for the photoelectrode, as well
as the possible linker between the protein and the electrode, either molecular or
biological. Figure 13.5 shows a rationally designed biohybrid interface that consists
of three main components: light harvesting protein, molecular linkers in form of a
self-assembled monolayer and single layer graphene as a photoelectrode.

In this section, all three components of biohybrid solar-converting devices are
examined in details and their prominent characteristics as well as their functions are
described. This section is not intended to be a complete review on the components,
but a short introduction to the systems considered for the computational study. For
exhaustive reviews on each of the components, the authors suggest recent literature
[4, 7, 18, 39–41].
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13.3.1 Light Harvesting Proteins (LHP)

PSI (plastocyanin-ferredoxin oxidoreductase) supercomplex consists of the core
complex containing the photochemical reaction center coupled to the
light-harvesting complex (LHCI) [7, 39, 42]. This large pigment-proteins super-
complex is found in the membranes of oxygenic photosynthetic organism (plants,
algae and cyanobacteria) and operates with a quantum yield close to unit (for
k < 680 nm) for generation of the long-lived primary charge separation state [41].
In natural photosynthesis, the hole generated in the reaction center of photoacti-
vated PSI is filled with water-derived electrons generated by PSII, transferred by cyt
b6f and ultimately donated to PSI by a mobile electron cofactor, cytochrome c6 or
plastocyanin.

13.3.1.1 Cyanobacterial PSI Complex

The first structure of the PSI complex was obtained from the thermophilic
cyanobacterium Synechococcus elongatus (S. elongatus) at a resolution of 2.5 Å.
The cyanobacterial PSI complex exist as a homotrimer of 1068 kDa [43]. Each
monomer contains 12 protein subunit (9 membrane-bound subunits and 3 stromal
subunits PsaE, PsaC and PsaD), and 127 cofactors including 96 chlorophylls, 2
phylloquinones, 3 Fe4S4 clusters, 22 carotenoids, 4 lipids, and a putative Ca2+ ion,
accompanied by 201 water molecules [44]. The PSI multimeric protein complex
consists of the reaction centre (RC) where most of the redox-active electron transfer
cofactors (ETC) are present, and the peripheral antenna, which in cyanobacteria is
composed of phycobilisomes (PBS) and in algae and higher plants of the LHCI
comprising a variable number of the subunits with inbound pigment cofactors [18].

The core of PSI is formed by a PsaA/PsaB heterodimer, each subunit composed
of 11 TMs. The ETC identity and arrangement are evolutionary conserved in terms
of their location and ligation within the structure of the PSI RC [7]. They are
arranged along two pseudo-symmetrical branches that join at the Fx iron-sulphur
cluster located on the stromal side of the membrane, at the interface of PsaA/PsaB
hetrerodimer (Fig. 13.6) [44–46].

In contrast to trimeric PSI of cyanobacteria the higher plant PSI-LHCI super-
complex exists as a monomer of 600 kDa composed of the core complex asym-
metrically associated with a crescent-like LHCI antenna on the PsaJ/PsaK side
(Fig. 13.7). The outer LHCI antenna is composed of a varying number of the Lhca
subunits depending on the species and it undergoes rapid remodeling in response to
growth conditions in order achieve the optimal size of absorption cross-section
relative to photoprotection of the photochemical reaction centre. The higher plant
core complex contains ten TM subunits (PsaA, PsaB, PsaF, PsaG, PsaH, PsaI, PsaJ,
PsaK, PsaL, PsaR) and three peripheral subunits (PsaC, PsaD and PsaE). Among
these subunits four have been found only in higher plant PSI-LHCI (PsaG, PsaH,
PsaN and PsaR).
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The primary charge separation occurs as the result of excitation of the chloro-
phyll dimer P700 (eC-A1/eC-B1 the primary electron donors). The electron passes
through the ETC consisting of 2 pairs of Chla molecules (eC-A2/eC-B2 and eC-A3/
eC-B3) and a pair of phylloquinones (QK-A/QK-B secondary electron acceptor)
[47]. The electron from either of the phylloquinones is subsequently intercepted at
the Fx cluster, and subsequently transferred to two additional iron-sulphur clusters,
FA and FB, which are bound within the stromal PsaC (Fig. 13.8).

Fig. 13.6 Structure of cyanobacterial photosystem I. a A side view of cyanobacterial S.elongatus
PSI structure. b View along the membrane normal from the stromal side. The subunits of PSI and
inbound cofactors are shown in each of three monomers (I, II and III). Colors codes: PSI core
subunits: green, PsaA; blue, PsaB; pink, PsaC; yellow, PsaD; orange, PsaE; cyano, PsaF; white,
PsaK; brown, PsaI; red, PsaJ; tiffany, PsaL; magenta, PsaM; dark green, PsaX

Fig. 13.7 A view of the
structure of Pisum sativum
photosystem I from the side
view. The structural
coordinates were taken from
the theoretical refinement
(PDB) of original structural
data (PDB 2WSC). Color
codes: PSI core subunits:
cyan, PsaA; light green, PsaB;
light pink, PsaC; yellow,
PsaD; red, PsaE; light blue,
PsaF; gold, PsaG; orange,
PsaH; brown, PsaI; blue, PsaJ;
magenta, PsaK; tiffany, PsaL;
white, PsaN; dark blue, PsaR.
Lhcr proteins: dark pink and
white Lhcr1; multicolor,
Lhcr2; military green, Lhcr3;
gray, Lhcr4
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13.3.1.2 Highly Robust PSI-LHCI Supercomplex
from an Extremophilic Microalga Cyanidioschyzon Merolae

Various types of PSI complexes and their counterparts from anoxygenic photo-
synthetic bacteria have been used in solar converting devices including dimeric
PSII, bacterial Type I RCs and PSI. However, the most promising devices have
utilized the highly robust PSI components from extremophilic microalgae including
thermophilic cyanobacteria and thermo-acidophilic red algae. A prominent
example is PSI-LHCI supercomplex from a red thermo-acidophilic microalga
Cyanidioschyzon merolae. The red algal (Rodophyta) photosynthetic apparatus is
unique, as it represents an evolutionary link between prokaryotic cyanobacteria and
eukaryotic phototrophs [48, 49]. In fact, PSII from Cyaniodioschyzon merolae
contains cyanobacterial-like light harvesting system (phycobilisomes) and
plant-like LHCI composed of Chl a-containing Lhcr subunits (Lhcr1-3) that are
assymmetrically associated with PSI core complex on the PsaK and PsaJ side [50].
The fact that the photosynthetic apparatus of C. merolae comprises two different
types of light‐harvesting antenna systems, phycobilisomes and chlorophyll a-
binding Lhcr proteins, expand light‐harvesting capacity of the photosynthetic
apparatus for this alga thriving in shallow volcanic hot springs [49]. The PSI-LHCI
supercomplex from C. merolae is monomeric, with molecular mass of 580 kDa
[51, 52]. Recently, both X-ray and cryo-EM structures of C. merolae PSI-LHCI
supercomplex have been reported at a resolution of 3.82–3.63 Å providing an

Fig. 13.8 Arrangement of
electron transfer cofactors
present in the reaction centre
of photosystem I. View
parallel to the membrane
plane. The chlorophyll
‘special pair’ is shown in
blue. The additional two Chl
pairs are arranged in two
branches A and B. They are
termed as eC-A2 and eC-B2
(pink) and eC-A3/eCB3
(yellow). The phylloquinines
are labelled QK-A and QK-B
(green). The first of the three
Fe4S4 clusters (shown in red),
FX is located on the stromal
side of the membrane at the
interface of the PsaA/PsaB
heterodimer. The two
additional Fe4S4 clusters, FA
and FB are bound within the
stromal PsaC subunit (green).
The distances between the
cofactors are shown in Å.
(Based on [44])
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insight into energy transfer pathways of this complex [53, 54]. The cryo-EM
analysis identified two isoforms of C. merolae PSI-LHCI supercomplex (Fig. 13.9),
one with three Lhcr antenna subunits (PSI-3Lhcr) and the other one with five Lhcrs
(PSI-5Lhcr) attached to the PSI core, whereas the X-ray crystallography identified
the isoform with 3 Lhcr subunits only.

Investigation of C. merolae PSI-LHCI structure and function under varying light
conditions revealed even more complex and dynamically adjusting arrangement of
the LHCI structure in this extremophilic alga, with 4–8 Lhcr subunits present in the
PSI-LHCI supercomplex depending on the intensity of growth illumination [51].
The C. merolae PSI core complex is evolutionary conserved and contains most of
the core subunits of the higher plant counterpart (PsaA-PsaO), with the notable
exception of the PsaG, PsaH and PsaN subunits whose genes are missing in the C.
merolae genome [18]. Interestingly, the cyanobacerial-like PsaM subunit is also
present in the structure of the red algal PSI core complex. Within the protein matrix

Fig. 13.9 Two isomers of the PSI-LHCI supercomplex from C. merolae. a Structure of PSI-3Lhcr
viewed along the membrane normal from the stromal side (Left) and its side view (Right).
b Structure of PSI-5Lhcr viewed along the membrane normal from the stromal side (Left) and its
side view (Right). Color codes: PSI core subunits: blue, PsaA; light green, PsaB; pink, PsaC;
yellow, PsaD; violet, PsaE; light blue, PsaF; red, PsaK; brown, PsaI; orange, PsaJ; magenta, PsaL;
green, PsaM; cyano, PsaO. Lhcr proteins: hot green, Lhcr1; grey, Lhcr2; gold, Lhcr3; white,
Lhcr1*; hot red, Lhcr2*. Cofactors: green, Chls a of the PSI core complex; yellow and orange,
Chls a of Lhcrs; blue, carotenoids of the PSI core complex; purple, Zeas of Lhcrs; red, cofactors of
the electron transfer chain (Chls a, phylloquinones, and Fe4S4 clusters). Based on Proc. Natl.
Acad. Sci. U S A. 115, 4423–4428 (2018)
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more than 200 cofactors are bound including 158 Chl amolecules, 21 b-carotenes
(BCRs), 25 zeaxanthins (Zeas), 2 phosphatidyglycerols, 1 digalactosyldiaclycerol,
3 Fe4S4 clusters and 2 phylloquinones [53, 54].

The mechanism of the energy transfer pathways (EET) in PSI has been the
subject of intensive research [55–58]. The structural analysis of the C. merolae
PSI-LHCI supercomplex brings in significant developments concerning the possi-
ble EET pathways present within this extremophilic complex compared to higher
plants. According to recent structural investigation there is closer edge-to edge
distance between the pigments in Lhcrs and those of the PSI core complex,
resulting in the presence of some unique EETs in this extremophilic PSI complex
(see Fig. 13.10).

13.3.2 Photoelectrodes

From the material point of view, n-type semiconductors are often used to oxidize
water to molecular oxygen by a photoactive process which generates holes in the
semiconductor lattice. Due to the multi-electron nature of the process, often metal
oxides are used. The main advantages of this family of materials is their
cost-effectiveness, abundance, easy manipulation of the raw material to obtain a
structured material and high stability in corrosive environments.

Fig. 13.10 Possible energy transfer pathways from LHCR to the PSI core. a The energy transfer
pathways (red arrows) from Lhcrs to the PSI core. b Luminal side pathway r1JL from Lhcr1 to the
core. c Luminal side pathway r2AL from Lhcr2 to the core. d Pathways r3KL, r3AL, and r3KS
from Lhcr3 to the core. e Pathways r2KL* and r2BS* from Lhcr2* to the core. Reprinted with
permission from Proc. Natl. Acad. Sci. U S A. 115, 4423–4428 (2018)
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13.3.2.1 Metal Oxides

One of the most common oxide used as photoelectrode is titanium dioxide (TiO2).
Due to its excellent stability upon absorption of light, it has been used for a long
time as protection layer for unstable electrodes [59]. Moreover, being a semicon-
ductor, it can be directly used for water oxidation reaction [60]. Despite its wide
usage, the absorption of TiO2 occurs in the UV region of the solar spectrum,
strongly decreasing its efficiency. Thus, in order to shift the absorption to longer
wavelengths, titanium dioxide can be doped with different non-metals such as
nitrogen, phosphorus, carbon, boron as well as metal cations (i.e. Fe, Cu, Au) which
effectively enhance the light absorption in the visible range due to the decrease of
the band gap of the doped oxide. In recent years, more complex composite materials
have been suggested, such as CuO/TiO2, SnO2/TiO2, ZnO/TiO2 and SiO2/TiO2

interfaces, in which the band gap of the resulting photoelectrode is finely tuned by
the interaction at the interface of the oxides [61–64].

Another widely used metal oxide is hematite (a-Fe2O3) which possesses a
narrow band gap of around 2 eV and strong absorption over 600 nm wavelength
[65]. Hematite is very stable in ambient condition and is inexpensive due to its high
abundance. Despite its appealing properties, the strong charge recombination is a
major push back for this material. Doping can be considered to enhance its pho-
toactivity, the electronic conductivity and at the same time decrease the charge
recombination [66]. A more interesting approach is to build nanostructures with
hematite such as nanotubes, nanowires or nanorods which lead to a decrease dif-
fusion length of the photogenerated holes and their efficient transport within the
hematite lattice [67–69]. More complex interfaces, with composite materials of
different oxides such as Fe2O3/Cu2O coupled with titanium proved to be successful
for improvement of hematite photocatalytic activity [70].

The two materials reported here are the most commonly used for this type of
applications, though it is worth mentioning that other promising metal oxides are
often reported as valid alternative to hematite and titanium dioxide. In particular, we
would like to mention, among the n-type semiconductors, tungsten oxide (WO3)
and zinc oxide (ZnO) which are reported to have strong desirable electronic
properties to be efficient photoelectrodes [71]. A yet different approach to design a
photoelectrode is to combine the oxide to well-known metal catalysts to finely tune
their opto-electronic properties to enhance the efficiency of water splitting. Among
the many different classes of catalysts commonly used, ruthenium-based com-
pounds show very strong activity in water oxidation as well as high robustness [72].
Iridium-based catalysts have been also extensively used, but (as to less extent Ru)
its high cost and scarcity of raw metal on earth’s crust are strong detrimental factors
for a widespread usage [73].
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13.3.2.2 Single Layer Graphene (SLG)

Despite the wild usage of inorganic oxide as photoelecrodes, only recently the
attention started to shift towards organic semiconductors, which might provide
better opto-electronic properties at a cheaper production cost as well as easy
manipulation. The most intriguing class of materials are 2D materials, which came
to attention with the discovery of graphene in 2004 [74]. Among the vast variety of
2D materials available, graphene still remains the semi-metal of choice due to its
outstanding and unique electronic properties. Graphene is an infinite, flat monolayer
of sp2-hybridized carbon atoms bonded together to form a 2D honeycomb lattice,
with extended p-electron delocalization along the whole sheet [75]. It can be
considered as a semi-metal and due to symmetry considerations, the conduction
band and the valence band intersect at the K points within the first Brillouin zone
[76]. The unique property of graphene is to have linear dispersion energy near the
Dirac point K (and not quadratic as commonly observed), that can be described by
the Dirac equation and results in massless fermions [77] (see upper panel in
Fig. 13.11). This feature makes the Fermi level to be located at the intersection
between the top of the valence and the bottom of the conduction bands [78]. The
linear relationship defines two cones in the k space that meet only at the K point,
creating a conical intersection and hence leading to a zero band-gap material with
perfect electron-hole symmetry. Such a characteristic favors ambipolar charge
transport, since the charge carrier density can be continuously tuned for electrons
or holes, with mobilities measured for exfoliated graphene exceeding
50,000 cm2 V−1 s−1 in ambient conditions [79]. Additionally, in absence of
charged impurities and ripples, mobilities of 200,000 cm2 V−1 s−1 for a graphene
sheet have been predicted [80]. In this view, graphene already possesses a number
of desirable properties to be a good candidate as nanomaterial for biohybrid elec-
tronics [76, 80]. In spite of the impressive charge mobility, the main drawback of
graphene is the lack of band-gap, which limits its use in any electronic devices
where a band-gap, even very small, is needed. To overcome such a problem, the
band gap can be opened by cutting the graphene sheet along specific directions, in
strips with nanometric sized width (<10 nm) which are referred to as graphene
nanoribbons (GNR), see Fig. 13.11.

An alternative strategy consists of functionalizing the graphene layer with atoms
or functional groups, by means of either covalent or non-covalent interactions. The
first strategy has the secondary effect of doping the graphene layer, shifting the
Fermi level in the valence or conducting band and making this new material a p-
type or n-type semiconductor, respectively. Besides substitution with heteroatoms,
doped graphene layers can be generated by chemically grafting electron-rich or
electro-poor molecules [81, 82]. Though this approach offers the advantage of
forming stable, hybrid structures, the honeycomb structure of graphene becomes
locally disrupted and as consequence its electronic and optical properties are
altered. On the other hand, in the case of physisorption, the non-covalent
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interactions between graphene and small molecules preserve the p-conjugated
structure of the former, but the reversibility of the interaction can lead to the
desorption of molecules from the surface [83].

13.3.3 Self-Assembled Monolayers (SAM)

To secure the proper connectivity and orientation between the photoelectrode and
the LHP, a functionalization of both components is required. This can be achieved
by chemically modify the LHP (i.e. with biological linker) to orient the protein on
the metal surface, optimize the charge injection and improve the total photocon-
version by increasing the optical cross-section of the LHP. On the one hand,
non-covalent interactions via p-p stacking hydrophobic or electrostatic interactions
only mildly perturbs the structure of the electrode. One of the most widely used
anchoring group is pyrene and recent studies showed its versatility over different
kind of metal substrates [84, 85]. On the other hand, covalent functionalization
enables strong and robust bonding and can offer control over the degree of func-
tionalization via selective immobilization of the LHP in an oriented way by

Fig. 13.11 Electronic peculiarity of graphene. (top) Representation of the linear dispersion of the
valence and conduction bands of graphene at the K point of the fist Brillouin zone and the
ambipolar character of charge transport. (bottom) Length scales in graphene objects: graphene
molecules, within a range of 1–5 nm; GNRs defined as graphene strips with a width <10 nm and a
length/width ratio >10. Fragments with a dimension less than 100 nm are defined as
nanographene, while graphene exceeds 100 nm in both dimensions
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covalent linkage, affinity tags or genetically modified proteins [86]. The most
common targets for direct conjugation of the LHP and metal surface are lysine and
cysteine residues [87].

To functionalize the metal substrate, a self-assembled monolayer (SAM) of
organic molecules is commonly used, which can function as effective interlayer
between the metal and the protein [88]. SAM are stable, highly ordered and dense
supramolecular arrays of molecules that can be deposited on specific surfaces either
through electrostatic or chemical bonding interaction. Prototypical molecules that
self-assemble on a surface are formed by three distinct parts: a head (or anchoring
group) made of a functional group (like thiol, amine, cyanide, carboxylic acid) or
aromatic core (i.e. pyrene derivatives), which binds the molecule to the surface; the
backbone of the molecule—in the typical range in between 0.5 and 5 nm—and the
tail, which can bring different functionalities with respect to the backbone. The
purpose of depositing SAMs on a metal surface relies on their ability to influence
the electronic properties (such as interface dipole, band structure, absorption band
and band binding) at the interface between the (bio)organic material and the metal
(or metal oxide) surface [89]. The control over the energy level alignments of the
different components/moieties enables a fine tuning of the electronic properties
between different units in a multicomponent material, leading to the modulation of
fundamental optoelectronic processes such as charge generation, transfer and
recombination, as well as energy transfer, which are the governing mechanisms of a
working device [90]. In particular, the charge in injection barrier depends on the
alignment between the energy levels of the molecule and the Fermi energy of the
metal. The presence of a monolayer at the interface tunes the barrier to increase or
decrease the work function (WF) of the electrode and favor the hole or electron
injection, respectively (see Sect. 13.4.3). The key parameters to consider are the
dipole of the molecules forming the assembly and the bond dipole arising upon the
formation of the bond between the electrode and the anchoring group of the
molecule for chemisorption, and the charge transfer when the SAM is physisorbed;
if the dipole points towards the substrate it lowers the WF of the electrode and thus
the electron barrier for injection, while if it points away from the substrate it
increases the WF of the electrode and lowers the hole barrier for injection [91]. To
obtain a well-packed SAM, the molecules must find a balance between inter-
molecular repulsion (i.e. van der Waals forces) and the density of packing [92]. The
more the molecules are densely packed and perpendicular to the surface, the larger
the influence of the molecular dipole on the WF of the metal, and vice versa. As a
consequence, slight variations in the geometry of the molecules forming the SAM
can lead to significant changes in electronic properties at the interface [93–95].

Different routes are normally considered for the functionalization of the photo-
electrode with SAM; briefly, the SAM can be entrapped in polymer films, anchored
on a metal or metal oxide nanoparticle or chemisorbed on a gold surface through
the creation of gold-sulphur bonds. When considering carbon based materials as
photoelectrodes, two different paths can be followed. The first is covalent immo-
bilization and can be reached by mean of either diazonium ion reduction through a
radical bond formation, or alkyne-azide ‘click’ reaction. The second is non-covalent
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interaction, by either p-p staking with i.e. pyrene and porphirine derivatives or ion
pairing electrostatic interactions (Fig. 13.12). Through either paths, the presence of
a SAM alters the electronic properties of the metal, enhancing the transport of
charges from the protein to the electrode or vice versa from the electrode to the
protein, to increase the water oxidation yield [96].

An exciting variant of simple SAMs is the possibility to use functionalized
molecules that are photochromic [97]. These class of molecules can undergo
reversible photo-triggered isomerization between (at least) two (meta)stable states.

Fig. 13.12 Functionalization of electrodes with SAM. Schematic representation of the structure
of a SAM forming molecule is commonly divided into anchoring head, backbone and functional
tale. The SAM can then be incorporated into polymer films, or coated around metal (oxide)
nanoparticle of planar metal electrodes. In the particular case of graphene electrode, covalent
coverage can be achieved either via diazonium ion reduction or ‘click’ reaction, while the
non-covalent ones are mostly through p-p stacking or electrostatic interactions

Fig. 13.13 Chemical structures of common photochromic molecules. The photoswitch can occur
either by light, redox reactions or heat
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Depending on the process involved, photochromic molecules can be divided into:
(1) pericyclic reactions such as spiropyrans/oxazines and diarylethenes; (2) E/
Z isomerizations such as azobenzenes and stilbenes; (3) photo-induced bond
cleavages such as perchlorotoluene and triarylmethanes; (4) intramolecular
hydrogen/group transfer such as polycyclic quinones; (5) electron transfer (redox)
such as viologens. Among all photochromic molecules, the most widely used are
azobenzenes, spiropyranes, diarylethenes and stilbenes (Fig. 13.13).

Thus, the incorporation of such photochromic molecules into SAM will lead to
strong control of local variation of optical, mechanic and electrostatic environments
via light input, in order to enhance the transfer of charge at the electrode/protein
interface. If such moieties can be included in the design of new SAMs, the final
device will not only be activated by absorption of light from the protein, but can
have novel enhanced functions. The type of the chosen SAM and photochromic
molecules and the chemical nature of the linker will define the charge transfer and
separation processes between them, thus influencing the efficiency of the interface.
In addition, changes in packing density and orientation of the SAM can be also
altered by light, resulting in additional changes in conformation of the structure to
be used as molecular machines or sensors [98].

13.4 Computation at Work: A Case Study

From computational point of view, the main interest lies in the definition of the
different interfaces and in the description of the electron and energy transfer from
one interface to the other. In the simple model proposed in Fig. 13.5, at least three
interfaces can be obtained, namely LHP/linker, LHP/SLG and linker/SLG.

The most detrimental competitive pathway is the charge recombination process
at the different interfaces, which can strongly hamper the efficiency of the device.
Therefore, insights into the process are vital to a rational design and optimization of
charge transport, and computation can lead to a strong understanding into it.

Fig. 13.14 Multiscale
approach to computational
problems. Increasing the time
scale and system size lead to a
loss of accuracy in the
description of the details of
the investigated systems. In
this chapter, we will focus on
the two blocks highlighted in
red: QM and MD
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13.4.1 Multiscale Approach

The study of this new interface is a high demanding task for computational cal-
culations, yet with the implementation of high-performance clusters it is nowadays
possible to study such large and complex systems using a multiscale approach
(Fig. 13.14).

Different computational methods and approaches are considered in this chapter,
such as ab initio calculations (QM), classical molecular mechanics (MD) and
docking, as well as kinetic methods for the computation of the charge transport.
Moreover, the presence of a non-physiologic environment is an additional challenge
for the description of the biological part of the system. A prototypical system can be
schematized by dividing the full system in three different blocks: (1) small pho-
toactive protein; (2) biological and/or molecular linkers and (3) photoelectrode in
the form of graphene monolayer. Considering the high complexity of the LHP PSI
and PSII (consisting of more than 200,000 heavy atoms), we instead consider
model systems named as small LHP (SLHP), which inherently retain the extremely
high absorption quantum yield of the parent proteins, but at an affordable com-
putational cost.

13.4.2 Docking and Molecular Dynamics:
Conformational Search

The first approach to study the proposed system considers the use of docking of the
protein/SLG interface in order to obtain reliable and stable starting structures,
followed by molecular mechanics (MM) and molecular dynamics (MD) simulations
to gain more insight into the stability of the interface in time. The orientation of the
protein on graphene can be mapped using protein-protein protocols, which allow to
obtain orientations of one system versus the other for relatively large system using
relatively simple algorithms. While most of available software is optimized for
proteins, some (FTDock) are also well suited for protein-surface problems [99].
This program discretizes the two molecules onto orthogonal grids and performs a
global scan of translational and rotational space with the scoring method being
primarily a surface complementarity score between the two grids.

For our interface, we consider the interaction between the cytochrome c553 (cyt
c553) and SLG as archetype of SLHP/SLG interactions. The cytochrome c553 from
Cyanidioschyzon merolae structure was obtained using homology modelling, as
implemented in Prime v.3.9 [100], considering the cytochrome c6 protein from alga
porphyra yezoensis as the template (PDB code: 1GDV). Due to the presence of
graphene as substrate, the FTDock program was used, in which both cyt and
graphene surface were considered as rigid bodies. From the docking analysis a set
of stable cyt c553/SLG interfaces was obtained, from which four with the highest
docking score were selected, and considered as starting configurations for MD
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simulations. The differences in the starting conformations (from docking) are
mostly related to the different heme-SLG distance and orientation, which in turn
results from different interactions of the amino acids of the protein with graphene
surface (i.e. different orientations of the protein) ranging from a minimum distance
of 0.54 nm to a maximum of 1.53 nm (considered as minimum distance between
the SLG and the heavy atoms of the heme structure).

These four model interfaces have then been used as starting configurations for
MD simulations performed using Gromacs 2016.3 software [101] with the
CHARMM27 force field [102]. The parameters for cyt c553 have been modified to
account for the heme-His, heme-Cys and heme-Met interactions [103]. The inter-
face was then solvated and charge neutralized with Na+ and Cl− ions, and a 100 ns
dynamic was performed in the NTV ensemble at room temperature and periodic
boundary condition applied [104]. To assure homogeneity, the SLG was considered
frozen. Since the starting configurations were not optimized, a certain equilibration
time was required and only the second half of the MD, from 50 to 100 ns was
considered for the analysis. The systems were considered equilibrated when the
drift in total energy was found to be less than 10 kJ/mol. The final structures are
reported in Fig. 13.15.

Interestingly, two of the interfaces (system 1 and 3) preserve a very close ori-
entation as obtained from docking while systems 2 and 4 collapse into the same
position, with a negligible root means square displacement (RMSD). The RMSD
for all the interfaces have values between 0.09 and 0.11 nm. A short 50 ns MD
simulation of the cyt in water without SLG shows RMSD value for cyt c553 of
0.10 nm, thus ensuring the integrity and function of the protein upon absorption.
Despite these differences, the cyt c553–SLG distance for all interface is constant at
0.25 nm, suggesting a strong interaction between the protein and the graphene
surface, as also confirmed by the interaction energy analysis with values in the

Fig. 13.15 Comparison of
structures after 100 ns of MD
simulations. For the sake of
comparison, System 2 and 4
are overlapped to better
present their similarity in
structure. For clarity, water is
omitted. Reprinted from
J. Phys. Chem. C 122, 29405–
29413 (2018) (https://pubs.
acs.org/doi/10.1021/acs.jpcc.
8b10517; further permissions
related to the material
excerpted should be directed
to the ACS)
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−110/−160 kJ/mol range. Yet, a closer look at the protein components shows
deeper differences in the relative distance from graphene, especially when the heme
group (reflected over the Fe(II)–SLG distance) is considered; the distances range
from a short value of 0.28 (0.97) nm for System 3 to a maximum value of 1.11
(1.53) nm for System 1 and with intermediate values around 0.60 (1.20) nm for
Systems 2 and 4. The values of the geometrical analysis are summarized in
Table 13.1.

As first result we can state that the heme-SLG distance is only one of the many
factors influencing the interactions of the interface, since also specific hydrophobic
interactions of the apolar groups of the cyt c553 which are facing the graphene layer
stabilize selected orientations of the protein on surface. Another major contribution
arises from the relative orientation of the heme group with respect to graphene. To
determine this structural parameter, we computed the tilting angle, defined as the
angle between the plane of the heme molecule and the graphene layer plane (see
insert in Fig. 13.16).

Table 13.1 Geometric analysis of the average distances from the cyt c553 components (protein,
heme and Fe(II) to SLG as well as cyt c553–SLG interactions energies obtained from 100 ns MD
simulations

System 1 System 2 and 4 System 3

cyt c553—SLG distance 0.26 0.25 0.25

heme—SLG distance 1.11 0.60 0.28

Fe(II)—SLG distance 1.53 1.22 0.97

Interaction Energy cyt c553—SLG −120 −110 −160

All distances are reported in nm, while the energies are in kJ/mol

Fig. 13.16 Heme–SLG tilt
angle analyses. The insert
shows how the heme–SLG tilt
angle has been calculated.
The angle analysis has been
performed for the 50–100 ns
window. Reprinted from
J. Phys. Chem. C 122, 29405–
29413 (2018) (https://pubs.
acs.org/doi/10.1021/acs.jpcc.
8b10517; further permissions
related to the material
excerpted should be directed
to the ACS)
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A broad range of angles has been obtained for the four interfaces studied. While
for system 3 the heme is perpendicular to SLG, with angle of approximately 90°
and a very narrow distribution, the other three interfaces are more flexible. In
particular, system 2 present a plateau of stable tilting angles in the 55–62° window
and system 4 a smaller window in between 63 and 65°. Finally, the high degree of
rotation of the heme due to the greater distance from graphene results into two
distinct orientations of the heme on graphene for system 1: the first at 68°, and the
second, more pronounced, at 81°. To summarize, with MD simulations is possible
to harness not only geometrical information on the most probable thermodynami-
cally stable orientation of the protein on the surface, but also make a step forward
into the prediction on the behavior of the different components of the interfaces on
their electron transfer abilities.

13.4.3 Quantum Mechanics: Electronic Properties

Due to the relatively large size of the studied system and the need to calculate
electronic properties at a relatively accurate level, density functional methods are a
perfect choice for this part of the investigations. Density Functional Theory
(DFT) is probably the most used ab initio quantum-mechanical method in com-
putational chemistry. Rather than based on wavefunctions, DFT instead relies on
the electron density q(r). The electron probability density q(r) is defined as the
probability to find any of the N electrons of a system within a volume element, and
vanishes at the infinity [105–108]. The main advantage in using q(r) is that, unlike
the wavefunction, it is an observable that can be measured experimentally e.g. by
X-ray diffraction.

Ab initio calculations at the DFT level of theory are performed to study the
electronic and transport properties of SAM/SLG interfaces. For biomimetic devices,
two different strategies can be followed, namely physisorption of the SAM via p-p
interaction using pyrene derivatives, or chemisorption using ‘click’ reaction
(common adsorbed molecules are reported in Fig. 13.17).

In this section we focus on a pyrene derivative connected to a nitrilotriacetic acid
(NTA) via a saturated backbone. The NTA moiety is used to chelate metal cations
(M2+) to bind the SAM to the light harvesting protein which has been genetically
modified to include a polyhistidine-tag (six histidine residues at the end of the
protein chain, commonly used in protein purification), which ensures a stable link
between LHP and the SAM. To efficiently reproduce the link at an affordable
computational cost, the His6-tag is commonly replaced with the parent imidazole
molecules, which complete the coordination of the metal-NTA molecule.

Since one of the most common competitive pathway to the efficient transfer of
charge at the interface is the charge recombination, computation focuses on the
analysis which shed light to this problem, namely the work function study of the
flow of charges at the interface. As mentioned in Sect. 13.3.3, the charge injection
from electrodes to organic semiconductors depends on the alignment between the
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energy levels of the molecule and the Fermi energy of the photoelectrode. A large
mismatch between the Fermi level of the metal and the HOMO (LUMO) frontier
orbital of the organic material leads to a large barrier for hole (electron) injection, as
depicted in Fig. 13.18. The presence of a monolayer at the interface tunes the
barrier to increase or decrease the WF of the electrode and favor the hole or electron
injection, respectively. The work function is defined as the minimum work needed
to extract one electron from the surface of a metal to a point in the vacuum just
outside the surface. The key parameters to consider are the dipole of the molecules
(oriented from negative to positive charges) forming the assembly and the bond
dipole arising upon the formation of the bond between the electrode and the
anchoring group of the molecule; if the dipole points towards the substrate it lowers
the WF of the electrode and thus the electron barrier for injection, while if it points

Fig. 13.17 Commonly used self-assembled monolayer (SAM) structures together with their
chemical modifications. The NTA tail brings coordination to a metal dication which, in turn,
coordinates the His-tag connected to the protein
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away from the substrate it increases the WF of the electrode and lowers the hole
barrier for injection, see Fig. 13.18.

The pyrene-NTA-M2+ system considered here is chelated with three different
metal centers: Co2+ (pyrNTA-Co-IM), Ni2+ (pyrNTA-Ni-IM) and Cu2+

(pyrNTA-Cu-IM), physisorbed on SLG. The choice of the metal center is not trivial
and random, but pondered due to biocompatibility and easy of construction of such
assemblies from experiments. The most common metal center used for direct
binding of His6-tag engineered proteins is Ni2+. Nevertheless, to enhance the direct
electron transfer (DET) within nanostructured bioelectronic devices, other metal
centers, such as the neighboring metals in the periodic table like cobalt and copper,
can be considered. Both Co2+ and Cu2+ cations present a radical character which
might, in turn, strongly change the final DET output at the interface [109, 110].

The geometry optimization of the full, periodic interfaces has been performed at
the DFT level of theory, with the PWscf package of the Quantum Espresso suite of
programs [111]. The PBE functional coupled with the vdw-DF2 term [112] for the
exchange and correlation was used to account for van der Waals interactions
together with ultrasoft pseudopotentials [113] with a cut-off of 50 and 200 Ry for
the expansion of the wave function and density, respectively. Since periodic
boundary conditions (PBC) conditions are used, the final structure should be
neutral; thus, to assure a null net charge, one carboxyl group of the NTA moiety has
been protonated. As a consequence, the geometry of the system is now distorted
and does not reflect the expected octahedral coordination, but a square planar
geometry. Although this might not be the lowest energy conformation of the SAM,
all three interfaces have been built in the same way, thus assuring consistency for
the calculations. To consider the radical nature of the systems when Co and Cu are

Fig. 13.18 Schematic level alignment between the frontier orbitals of the molecules and the work
function of the metal at the organic-metallic interface. (left) Electron (Ue, blue) and hole (Uh, red)
injection barriers when the SAM is not present. The interfacial dipole created upon formation of
SAM lowers the barrier for holes (centre) or electrons (right) depending on the dipole direction (±
indicate the direction of the interface dipole generated by the SAM). The red (blue) arrow indicates
the flow of holes (electrons) from the metal to the organic substrate. EF refers to the Fermi energy
of the metal, Eg to the energy gap between the frontier orbitals, EA to the electron affinity and IP to
the ionization potential
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present, spin magnetization was included during the calculations. After optimiza-
tion at the DFT level of theory with the PBE functional, the distance between
pyrene and graphene was measured to be between 3.7 and 3.8 Å. The obtained
electronic density was used to plot the electrostatic potential along the axis normal
to the interface (i.e. z-axis) to be able to compute the WF shift by comparing the
converged potential on the bare side and on the SAM-covered side of the surface.
Two main contributions are responsible of the total shift in the work function (DU):
the first arises from the dipole moment of the molecular backbone, named hereafter
molecular contribution (DUSAM) and the second from the interfacial electronic
reorganization upon physisorption of the SAM on graphene, namely the charge
transfer contribution (DUCT):

DU ¼ DUSAM þDUCT ð13:1Þ

DUSAM has been estimated by computing the electrostatic potential profile across
the molecules without graphene, while keeping the coordinates of the system fro-
zen. The DUCT contribution is then calculated by subtracting DUSAM from DU.
Only when a dipole moment is present in the SAM the shift in the work function is
observed. In fact, in the Helmholtz model, the molecular contribution DUSAM is
directly proportional to the molecular dipole along the axis normal to the surface,
l⊥, and inversely proportional to the surface area per adsorbed molecule A:

DUSAM ¼ el?=e0A ð13:2Þ

with e0 the vacuum permittivity [114, 115]. As a consequence, if the SAM dipole is
pointing towards the metal surface the shift in the work function is positive, while if
the dipole points away from the surface the shift in the work function is negative.

The plane average potential profiles of the three interfaces are depicted in
Fig. 13.19. The work function for the whole interface is equal to 5.92 eV, 5.01 eV
and 5.74 eV for SLG/pyrNTA-Co-IM, SLG/pyrNTA-Ni-IM and SLG/
pyrNTA-Cu-IM, respectively. These show an increase of 1.34 eV, 0.44 eV and
1.16 eV with respect to the SLG work function of 4.58 eV (in excellent agreement
with experimental measurements of 4.6 eV [116]) when the SAM molecules are
absent.

To quantify the contribution from the molecular dipole moment versus the
supramolecular effect arising from the transfer of charges at the interface, the
DUSAM and DUCT components were separately investigated and summarized in
Table 13.2. The shifts arising from the free SAM have values of 0.85 eV, 1.05 eV
and 0.70 eV for pyrNTA-Co-IM, pyrNTA-Ni-IM and pyrNTA-Cu-IM, respec-
tively. The supramolecular effect arising from the CT contribution is equal to
0.36 eV, −0.52 eV and 0.31 eV for SLG/pyrNTA-Co-IM, SLG/pyrNTA-Ni-IM
and SLG/pyrNTA-Cu-IM interfaces, respectively. Here, two main conclusions can
be drawn. First, the DUSAM contribution prevails when Co2+ or Cu2+ cations are
considered, despite the smaller dipole moment calculated (see below). Second,
while for Co2+ and Cu2+ the DUSAM and the DUCT contribution act to enhance the
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total work function shift, the presence of Ni2+ alters the trend with an opposite
interaction, which is the main factor responsible of the smaller total calculated work
function shift.

The dipole moment of the molecule along the direction perpendicular to the SLG
surface is responsible for the DUSAM contribution. Surprisingly, for the SLG/
pyrNTA-Ni-IM its value is quite small, −1.83 D, while rises up to −4.23 D and
−3.55 D for SLG/pyrNTA-Co-IM and SLG/pyrNTA-Cu-IM interfaces, respec-
tively. This strong difference (up to 2.4 D) can be attributed to the different nature
of the M2+ cations, which is the key to quantify the DUSAM to the total work
function. In fact, although all three metal centers considered in the study are the first
row transition metals and neighbors in the periodic table, Co2+ and Cu2+ are for-
mally radicals, which character strongly alter the electronic properties of the final
assembly.

The CT contribution DUCT, which is substantial, is not confined to the SLG/
SAM interface ligated with various M2+ cations (i.e. interaction between graphene
and pyrene) but increases until the end of the molecular backbone (Fig. 13.19).

Fig. 13.19 Plane averaged
potential of the three
interfaces. The bare graphene
monolayer potential is shown
in black, the graphene surface
covered by SAM in blue, red
and green for Co, Ni and Cu
coordination, respectively
(top). The evolution of the CT
is reported (bottom). From left
to right in each plot, we move
from the graphene surface to
the SAM contribution, away
from the surface. Adapted
with permission from J. Phys.
Chem. C 123, 8623−8632
(2019). Copyright (2019)
American Chemical Society
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The plot illustrates that the CT has a similar evolution when the Co2+ and Cu2+

metal cations are considered, while it is negative with Ni2+ cation is present. This
translates into a different direction of charge flow for the three interfaces which can
be quantified by considering the unbalance of charge between the two components
of the interface in their ground state. The CT contribution translates into a (partial)
transfer of charges form one fragment to the other, once the interface is created.
Bader charge analysis allows to calculate the excess/depletion of charge at the
interface as:

DqðzÞ ¼ qSLG=SAMðzÞ � qSLGðzÞþ qSAMðzÞ½ � ð13:3Þ

where qSLG=SAM is the charge density of the full system and qSLG and qSAM the
charge densities on the two non-interacting fragments. An excess of electrons of
−0.08 |e| on the SAM for both SLG/pyrNTA-Co-IM and SLG/pyrNTA-Cu-IM
interfaces has been computed, while the presence of Ni2+ cation reversed the flow,
with an excess of electrons (−0.05 |e|) on the graphene surface. We suggest that the
strong positive shift of the work function for both systems with Co2+ and Cu2+

coordination arises from the synergic interaction of the two contributions which
enhance the overall work function shift, resulting in an electron flow from graphene
to the SAM. On the other hand, for the SLG/pyrNTA-Ni-IM interface these con-
tributions counteract, resulting in the opposite direction of the electron flow, from
SAM to the SLG.

To gain an even deeper insight into these difference, the analysis of the density
of states (DOS) is considered. Total DOS and the projection over the fragments
(SAM and SLG) as well over atomic types are presented in Fig. 13.20.

Both systems with Co2+ and Cu2+ metal ions present the states pinned at
the Fermi level (−4.06 eV for SLG/pyrNTA-Co-IM and −3.99 eV for
SLG/pyrNTA-Cu-IM interfaces) very close in energy to the valence band maximum
level (VBM) arising from the presence of an open shell system, with energy at
−3.82 eV and −3.87 eV for SLG/pyrNTA-Co-IM and SLG/pyrNTA-Cu-IM
interfaces, respectively. Therefore, both levels contribute to the Fermi energy,
while for the Conduction Band Minimum (CBM), lying at −2.12 eV and −2.04 eV
for SLG/pyrNTA-Co-IM and SLG/pyrNTA-Cu-IM, respectively, there is a sole
contribution from the graphene surface. Moreover, the LUMO of the SAM is
located at much higher energy with respect to the CBM, at −1.63 eV and −1.52 eV

Table 13.2 Work function analysis casted down among the three components, DU DUSAM and
DUCT

Interface DU (eV) DUSAM (eV) DUCT (eV) Dipole moment (D)

SLG/pyrNTA-Co-IM 1.21 0.85 0.36 −4.23

SLG/pyrNTA-Ni-IM 0.53 1.05 −0.52 1.83

SLG/pyrNTA-Cu-IM 1.01 0.70 0.31 −3.55

The dipole moments of the SAM are calculated along the z-axis
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for pyrNTA-Co-IM and pyrNTA-Cu-IM, respectively. From the PDOS, we observe
that the peak at the Fermi level is a sum of different contributions from carbon and
oxygen atoms, while the CBM is purely that of carbon DOS. The strong different
localization of this frontier levels is the main responsible for the high CT observed.
A different scenario occurs when the SLG/pyrNTA-Ni-IM interface is considered
(Fig. 13.20), where the contribution at the Fermi level is due to the SAM only,
while for CBM the contribution is mixed, arising from both SAM and SLG. In
complete opposition with respect to the previous interfaces, the PDOS analysis
reveals that the Ni2+ cation is the main element responsible for both the VBM and
CBM peaks, together with a strong contribution of the carbon atoms.

The computational data presented here are in full agreement with reported
electrochemical data obtained on the same working device, created considered a
SLG on a fluorinated tin oxide (FTO) electrode on which the pyrNTA-M2+

monolayer was deposited with and without imidazole coordination. Measurement
of cyclic voltammetry, differential pulse voltammetry and photochronoampero-
metric experiments were performed at different potentials for each electrode,

Fig. 13.20 Total density of states and projected density of states over the fragments and over each
atom (inserts) for the three interfaces analyzed. Vertical blue lines indicate the eigenvalues; dotted
line indicates the position of the Fermi energy level. Black dashed line refers to the total DOS
calculated for the ‘spin down’ electrons for the two open shell systems. Reprinted with permission
from J. Phys. Chem. C 123, 8623–8632 (2019). Copyright (2019) American Chemical Society
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ranging from −300 to +100 mV [110]. All these electrochemical data confirm the
DFT findings of the different WF shift affecting the flow of charges at the interfaces
depending on the metal center considered. Interestingly, from these experimental
measurements was found that the imidazole modification of the pyrNTA films
resulted in a strong suppression of the photocurrents for all the electrodes. At an
open circuit potential (OCP), for which direct comparison with DFT results can be
considered, the cathodic photocurrent decreases following the trend: SLG/pyrNTA-
Co-IM > SLG/pyrNTA-Cu-IM > SLG/pyrNTA-Ni-IM (Fig. 13.21), with highest
currents values of 4.8 nA cm−2 for the samples with Co2+, the lowest ones of
2.1 nA cm−2 for the assemblies with Ni2+ and an intermediate situation of
3.1 nA cm−2 when Cu2+ is present.

Likewise, the highest cathodic photocurrents with value of 43 nA cm−2 at
−300 mV were recorded for SAM with Co2+ and the lowest ones, of 17.2 nA cm−2

when Cu was present. On the other hand, the highest anodic photocurrent densities
were recorded for the samples with Ni2+ with high value of 18.1 nA cm−2, con-
firming that Ni2+ cation promotes the charge transfer from SAM to graphene.
Despite this finding, the redox behavior of the SAM is more complex when Ni2+

cation is present, as it seems to promote generation of also cathodic currents at a
negative bias of at least −200 mV (see Fig. 13.21). In addition, an analogous
behavior is observed for the pyrNTA-Cu-IM and pyrNTACo-IM interfaces, in
which the measured anodic current is enhanced up to 8.8 and 7.2 nA cm−2, which
is in apparent contrast with the charge flow direction. Both behaviors can be
explained by (1) the unbalance between the DET and the overpotential applied, in
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Fig. 13.21 Photochronoampe-
rometric analysis of SLG/
pyrNTA-M-IM assemblies.
Photocurrent densities genera-
tion at respective electrodes as a
function of external potential.
The average of the current den-
sities values was estimated
from two independent measure-
ments (n = 2). Adapted with
permission from J. Phys. Chem.
C 123, 8623–8632 (2019).
Copyright (2019) American
Chemical Society
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which the last one overturns the (small) ground state charge transfer and (2) the
radical nature of the Co and Cu cations, which can strongly affect the charge flow at
the interface [109, 110].

In conclusion, quantum mechanics (QM) is a powerful method to assess different
directionalities of the charge flow at various interfaces and to pin the subtle changes
in energy level alignment due to the formation of the interfaces between (in the
current case) SLG and complex organic molecules. With this rational design of
interfaces, computation becomes a powerful way to assess a priori the efficiency of
devices and the effect that small changes in the molecular structure of the SAM
(such as metal bounding atoms, backbone conjugation or change in functional
groups) can have on the charge transfer of complex interfaces. Moreover, with a
deep understanding of the mechanism governing the charge flow and energy
alignment of the frontier molecular orbital involved in the process, computation can
answer to the pressing question on how to suppress the charge recombination
detrimental pathway for efficient injection of charges into the photoelectrode.

13.4.4 Quantum Mechanics: Transport Properties

Considering the complexity of the biohybrid interface and the long distance the
charge has to travel from the protein to reach the electrode (higher than 4 nm), the
electron transfer can be safely considered via hopping mechanism. In this regime,
the charge carrier is localized at individual sites and proceeds by a sequence of
non-coherent (hopping motion) transfer events. To compute the charge transfer
abilities of the interfaces and the hopping rate, the semi-classical Marcus-type
equation can be considered [117, 118]:

Rhop ¼ Vj j2
�h

ffiffiffiffiffiffiffiffiffiffi
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kkBT

r
exp � DEþ kð Þ2

4kkBT

" #
ð13:4Þ

where k denotes the reorganization energy, DE the change in energy associated to
the hop and V the transfer integral between the initial and final states. This equation
is valid when the energy of internal and external phonons (vibrations) are small
compared to the thermal energy of the environment. For a fixed temperature, the
large transfer rate can be attributed to the maximal transfer integral and the minimal
reorganization energy. Yet, in view of the complexity of the system, both transfer
integral and reorganization energy should be considered. The reorganization energy
k results from the distortion the system experiences when an electron is transferred
from one site to another. This quantity is normally divided into two contributions
k = kinner + kout in which the first term refers to intra-molecular distortion occur-
ring when a molecule become charged; the second term arises from the change in
molecular energy due to the inter-molecular displacement and polarization due to
solvent effects. The latter can be of importance in aqueous solutions due to strong
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solvation effects, while in solid-state devices the former is dominant. The transfer
integral V characterizes the strength of the electronic coupling between two adjacent
molecules, which can be written as [119]:

V ¼ JAB � 1
2 eA þ eBð ÞS
1� S2

ð13:5Þ

with S being the overlap matrix and eA and eB the diagonal elements of a
Hamiltonian defined by the frontier molecular orbitals of the isolated molecule
A and B in the dimer representation, respectively. Namely, for hole (electron)
transport, the HOMO (LUMO) should be considered. In an orthonormalized basis,
these en (n = A, B) give access to specific site energies en (n = A, B). The correction
by means of these site energies is necessary in view of the pronounced polar
character of the different moieties and the different nature of both monomers in the
complex (i.e. SAM/SLG, linker/SAM/SLG interfaces). With other words, since the
dimer is non-symmetric, the energy split between the HOMO (LUMO) and
HOMO-1 (LUMO+1) in the dimer is both influenced by the electronic coupling
V and the difference in site energies. Among the different computational methods
developed to calculate these quantities, the projective method will be used to
quantify the transfer integral V between the two non-equivalent components of the
interface [120, 121]. Within the projective method, the system is divided into
fragments, in which an electron or hole is localized on a fragment and can hop from
one fragment to another. The fragment calculations, performed by using the DFT
method, follow a procedure where the orbitals of a pair of molecules (a dimer) are
projected onto a basis set defined by the orbitals of each individual molecule (the
fragments). The obtained set of orthogonal molecular orbital energies of the dimer
are then used to express the Fock matrix in function of the new localized basis set,
which enables the formation of a block-diagonal matrix. The main advantage of this
method is the possibility to analyse pairs of different molecules, since it is not
necessary to assume that the energies of the HOMO of the two fragments are equal.

In addition, since the system is non-crystalline, Kinetic Monte Carlo
(KMC) simulations can be performed to assess the transfer of charges of the whole
interface. In this model, disorder medium possessing some density of states is
randomly generated and processes of charge generation, separation, transport and
injection can be simulated [122, 123]. The response of the material is then averaged
over a large number of replicas, to account for a strong statistic. With this approach,
a charge is places at the reaction center of the SLHP (i.e. the heme group) and hop
to its nearest neighbours, within a given cut-off. The procedure is then repeated
until the charge is transfer to SLG. Considering the complexity of the systems,
KMC simulations at frozen morphology are performed on several snapshots
extracted from the MD simulations. The transfer integrals (for every hop) is then set
in the ensemble as the average of the transfer integrals distribution over time and for
every pair of nearby molecules (nearer than a chosen cut-off), the transfer integral is
calculated with the projective method described above.
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13.4.4.1 Transfer Integral and Coupling

As example for the calculation of the transfer integral and coupling parameters for
biohybrid interfaces let us consider the cyt/SLG interface described before in
Sect. 13.4.2. Considering that in biological environment the electron transfer can
occur up to a distance of 1.4 nm [124, 125], all the analysed structures can, in
principle, be good candidates for a direct electron transfer mechanism (DET) from
the cyt c553 to SLG or vice versa. Yet for efficient DET one should consider not only
the heme-graphene distance but also the orientation of the two species involved in
this process. In particular, in the case of cyt/SLG interface the orientation of the heme
may be a crucial parameter in assessing whether the transfer of charge is efficient.
Moreover, it is not yet clear if the transfer occurs through-linker or through-space due
to the long distance of heme and the presence of the protein backbone surrounding it
and being directly in contact with SLG. Yet, we can assume that the shortest pathway
might be followed and thus focus only on the through-space mechanism, with a
possible overall super-exchange transfer [126, 127].

The four different heme/SLG interfaces were extracted from MD simulations and
graphene cut in such a way that no zig-zag edges are present. In addition, to avoid
artefacts due to thermal conformational fluctuations present in the MD calculations,
the geometry of the heme group has been optimized at the HSE/6-31G(d,p) level of
theory and then superimposed the heavy atoms to the original position by mean of
RMSD minimization, as found from MD simulations. The obtained interfaces are
reported in Fig. 13.22. The calculated Fe(II)–SLG distances are 1.53, 1.24, 0.97
and 1.21 nm for the four interfaces, respectively [104].

To assess the transfer integral, the interface is separated into two distinct frag-
ments (i.e. heme and SLG), in which an electron or hole is localized on a fragment
and can hop from one fragment to another. The fragments are thus considered as a
donor and an acceptor part, and the coupling is computed considering any amount
of frontier molecular orbitals from the donor and acceptor sites, considering all
important contributions (vertical and diagonal coupling terms). In the specific case,
the frontier MOs degeneracy for system 4 was considered, while for the other three
structures only the HOMO-HOMO coupling is taken into account. Results of the
analysis are reported in Table 13.3.

A negligible transfer integral for both electrons and holes carrier is computed
when the distance between heme and SLG is substantial, higher than 0.5 nm; in
particular, system 1 presents virtually no transfer for either carriers, with values
lower than 10−8 and 10−7 meV; system 2 and 4 which present similar distance but
different orientation of the heme on SLG, show an increase of transfer integral of
few order of magnitude, up to 7.1 � 10−4 meV for electrons and 1.6 � 10−5 meV
holes; only system 3 presents a substantial transfer integral for both carrier, with
values of 1.2 meV for holes and 0.25 meV for electrons, comparable with common
polymers used in organic photovoltaics [128]. As expected for a through-space
charge transfer, a strong correlation between the transfer integral and the distance,
which decays exponentially, is found, but in addition, a correlation with respect to
the tilting of the heme group and the intensity of the transfer integral can be
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System 1 System 2 System 3 System 4

Fig. 13.22 Frontal and side views of the four different interfaces extracted from MD simulations
and used for the charge transfer calculations. Reprinted from J. Phys. Chem. C 122, 29405–29413
(2018) (https://pubs.acs.org/doi/10.1021/acs.jpcc.8b10517; further permissions related to the
material excerpted should be directed to the ACS)

Table 13.3 Dependence of the calculated transfer integrals for the heme/SLG interfaces for hole
(h) and electron (e) transfer on the different positions

Interfaces Carrier Vheme/GNF (meV)

System 1 h 6.4 � 10−8

e 1.5 � 10−7

System 2 h 3.8 � 10−4

e 4.3 � 10−5

System 3 h 1.2

e 0.25

System 4 h 1.6 � 10−5

e 7.1 � 10−4

All values are given in meV
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observed. In details, system 1 and 3 show the same tilt angle but different distance
from SLG, while for system 2 and 4 the situation is opposite, with similar distance
from of about 0.6 nm from SLG but a different tilt angle, which is responsible for
the substantial difference in transfer integral ability, up to one order of magnitude.

To conclude, the transfer integral analysis provides deeper insight into the
mechanism of charge transfer which are complementary to the quantum mechanics
analysis, showing strong dependence on both relative orientation and position of the
fragments, with strong sensitivity for subtle changes that can lead to strong alter-
ation of charge transfer ability of the interface. We can then assume that in a real
device, thermodynamic effects can play a major role in determining the DET effi-
ciency, and more complex models can be envisaged.

13.4.4.2 Charge Transport Rate

To assess the kinetic of charge separation for biohybrid interfaces, the Marcus
theory can be considered, since the system is intrinsically disordered and strong
fluctuations are present due to the protein. The interplay between disorder, molecule
distance and orientation significantly affect the electronic properties at the inter-
faces, which in turn is responsible for the mechanism and nature of free charge
carrier generation. Thus, neglecting these factors will lead to non-accurate results
and the inability to describe the performance of real devices. As the electronic
properties of the molecules depend on the environment, the various energies to take
into account (such as frontier orbital and singlet energies) might be highly
dependent upon the configuration of the surrounding molecules as well as the
proximity to the interface. Since the charge transfer states are strongly dependent on
distance and relative orientation of the surrounding molecules, disorder comes to
play a crucial role [129]. Thus, a simple Marcus curve as depicted in Fig. 13.23
should be replaced with many Marcus curves, all of them retaining the unique rate
that at the end has to be averaged to get experimentally relevant rates.

Fig. 13.23 Marcus free
energies describing transition
from reactant (R) to product
(P) states. Numbers indicate
the four-point procedure to
determine k and DG. The
presence of static disorder
creates a distribution of both
reactant and product energy
landscapes
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The electron transport can be evaluated considering both holes and electrons
carriers in different environments. As a result, Marcus relates the activation energy
to the reorganization energy, seen as the energy required for the reactant to adapt its
configuration to the final charge distribution in the products, and the Gibbs free
energy for the reaction. The main consequence is that due to the non-linear
dependence of the activation energy on the Gibbs free energy, a maximum rate can
be reached for specific value of the driving force, that can be followed by and
inverse region. In this region, the increase in driving force results in the decrease of
the reaction rate. Yet, for the description of layers of materials deposited on a
surface such as an electrode, the Marcus’s approach has to be modified since now
we deal with electrodes, which inherently account for a large number of electronic
bands near the Fermi level and the overpotential of the metal. Thus, the expression
shall be modified to include the various states which can act as donor or acceptor. In
a non-adiabatic regime between the redox center and the electrode, the reaction rate
can be expressed as [130, 131]:

kc e; gð Þ ¼ VABj j2
�h

ffiffiffiffiffiffiffiffiffiffi
p

kkBT

r Zþ1

�1
qðeÞexp � DEþ kþ egð Þ2

4kkBT

" #
f ðeÞde ð13:6Þ

where VAB is the electronic coupling between the redox active group and the metal
of the electrode, q(e) the density of the electronic states in the metal, DE = (eF − e)
the energy difference between the Fermi energy eF and the orbital energy e of the
transport state of the layer material, k is the reorganization energy, η is the over-
potential and f(e) the Fermi-Dirac distribution of occupied states of the metal. For
the oxidation process (the inverse reaction) the f(e) term becomes [1 − f(e)]. Thus,
the main factors affecting the rate constant for electron transfer at the interface are
the overpotential, the reorganization energy and the nature of the metal, as well as
the strength of the coupling between the redox site (i.e. the heme group) and the
electrode. As result, the transfer depends on the distance between the two groups
and the chemical nature of the linking between them. This last term in turn affect the
height of the barrier for transfer and it depends on the chemical nature of the
molecule, via the decay constant b: the lower the decay constant, the higher the
electron transfer. Once the abovementioned equations are fitted against experi-
mental dependence of rate constant and the applied bias, standard rate constant can
be obtained.

Recently, Plumeré developed a new protocol to study the complex mechanism
governing bio-photoelectrochemical kinetics, which consider the processes gener-
ating the photocurrent and the processes competing with photocurrent generation
(such as charge recombination) [132]. The model consists of both photosystems and
electron mediators (which is confined in the redox film on the electrode surface) in
which both outer-sphere electron transfer between the photosystem and the electron
acceptor and photoenzymatic reactions are considered (Fig. 13.24). Moreover, the
electrons can be transferred either to a charge carrier which diffuses to the bulk
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(to generate electricity) or to be transferred to redox catalyst (for solar fuel cell
applications).

This model has strong predictive power, especially when the experimental
outcome is not clear. Due to the large amount of parameters used in the model, it
will be possible to test the effect of each of them on the final device performance
and photocurrent generation. With a simple case study, the authors were able to
show the prediction power of this new method, and the accuracy in predicting both
the current generation and the recombination processes with qualitative trend for
photocurrent decrease and quantitative analyses of the diffusion coefficient impact
on the process. The flexibility of the model allows its use for several different
interfaces with increased degree of complexity, providing the presence of the cat-
alytic center (i.e. LHP) and the electron acceptor (i.e. SAM, SLG).

Fig. 13.24 a Schematic illustration of the reactions for the biophotocathode based on a
photoenzyme generating a charge carrier that diffuses into the bulk of the electrolyte. The
recombination pathway is limited to the reaction between the reduced charge carrier and the
oxidized electron mediator. b Photocurrent predicted for the photocatalytic process alone (black
dashed line) and for the recombination pathway associated to the photocatalytic process (blue solid
line) for increasing values of kSC1 at DY = 6 � 10−6 cm2 s−1. c Photocurrent at 40 s (at the end
of the illumination period) plot versus log(kSC1) for increasing values of DY. Reprinted from
Faraday Discuss. (2019) Advance Article, https://doi.org/10.1039/c8fd00168e. Published by The
Royal Society of Chemistry
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13.5 Conclusions, Challenges and Perspectives

Due to the advances in computer power and implementation of new software and
methods, computation is becoming one important component not only in the study
of fundamental mechanisms at a molecular level, but also in the understanding of
more complex environments which comprehend biological systems. Additionally,
as a result of the introduction of multiscale simulations, the development of novel
molecular dynamic and docking software as well as the high accuracy reached by
DFT and post Hartree-Fock methods, it is nowadays possible to fully describe
complex interfaces like those analysed in this chapter. The key to success of
modern computation is multifaceted and relies on advances in various areas. First of
all, it is possible to cast down complex problems to simpler building block, in a so
called bottom-up approach, where the focus is on the constituents of a complex
system; by discerning among the most important central aspects of the problem
(such as the centers essential for electron transfer), it is possible to access electronic
and optical properties of complex interfaces; in addition, the inclusion of the
environment, which is described at a less computationally-demanding level, leads
to the description of model systems which are close to the real experimental
counterparts.

In a nutshell, by a rational design of complex interfaces, computation proved
itself a useful approach to answer questions which are still difficult to assess
experimentally, and shed light into key processes such as the electron transfer
which are essential for any kind of solar-related devices. As the computational
approach is more and more refined, with inclusion of more complex systems
described at different level of theory (from MD to QM/MM to full ab initio
methods), the model systems studied are closer to the experimental ones, and thus
more reliable results can be obtained and the prediction power of computation can
be exploited.

Yet, many limitations in such approach are still present. These include mainly
the difficulties in merging different size and time scales of simulations and to go
from the microscopy to the macroscopic modelling. This is particularly clear when
trying to combine a system investigated at an atomic scale (with either Schrödinger
or Newton equations) and combine it with macroscopic models which consider
experimentally-accessible observables. Despite these drawbacks, the use of DFT
based methods which allow the description of large systems (up to thousands of
atoms) at an atomic scale, strongly improved the reliability of computation and its
prediction power.

Thus, when considering computation to study complex systems such as those
involved in artificial photosynthesis, one has to carefully design the computational
experiment and take particular care at the multiscale approach to use. In addition, as
many simplifications are needed, care must be also paid to the definition of the size
of the final model interfaces, and the level of theory at which each component is
described. The final aim of this approach is to accurately describe light-driven
charge separation, charge transfer and concomitant oxidative and reductive
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chemistry of model interfaces, and to assess a priori the efficiency of the final
device. Optimization of efficient directional ET is the one of the main bottlenecks
that has been recently rationally addressed by generation of highly ordered archi-
tectures of photoactive modules, both by computation and by the creation of
nanoengineered conductive interfaces between working modules of the photo-
electrodes. In these first attempts, quantum modelling of the charge transfer,
especially at the connecting interfaces, has been helpful for the rational develop-
ment of different nanoengineering strategies. In our view, a strong interconnection
between computation, synthesis, characterization and creation of a working devices
is the key aspect to be able to move this innovative technology out of the laboratory
scale. We believe that this is the direction that computation should follow: not only
to answer fundamental questions but also to predict the behavior of complex
interfaces in close-to-real models.
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Chapter 14
Mathematical Modeling of the Kinetics
of Counter Diffusion During
the Formation of Boron-Containing
Coatings on Steels

A. S. Borsyakov, V. A. Yuryev, V. V. Ozyerelyev and E. V. Levchenko

Abstract For the first time, a mathematical model of the kinetics of the formation
of diffusion boride coatings on iron has been created, allowing to calculate the
increase in the dimensions of parts due to the displacement of the outer surface of
the saturated sample. Models of diffusant distribution in boride phases of different
chemical composition are obtained. The experimental results confirmed the validity
of the developed models.

14.1 Introduction

Improving the performance characteristics of metal products for various purposes
by creating boron-containing coatings has been used in practice for several decades.
Electrolytic boron saturation of products increases corrosion resistance in aggres-
sive media, wear resistance and surface hardness of parts. But at the same time, the
geometrical parameters of the product change due to the increase in the surface.

It should be noted in mind that for production workers engaged in the
chemical-thermal treatment of precision parts and assemblies (dies, punches,
broaches, etc.), the issue of increasing the dimensions of parts when boriding them
is key. So far, the record of such an increase in the geometry of the product is either
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carried out empirically, or subsequent machining is carried out after boriding. There
are no analytical analyzes of changes in the size of products during electrolysis
boriding.

The aim of this work is to develop an analytical model that establishes the
relationship between the parameters of the electrolytic saturation of steel products
with boron and the increase in their external dimensions during the synthesis of
boride coating. Such a model will make it possible to derive mathematical
expressions that make it possible to determine the full thickness of the boride
coating taking into account the movement of the outer surface of the saturable
sample.

14.2 Physical Model of Boriding Process

The available experimental data show that the size of the parts and components is
increasing during boronizing process. The boriding is associated with the diffusion
saturation of the crystal lattice of iron; therefore, the observed effect of increasing
the size is possible only due to the appearance of a counter diffusion flux of iron
atoms toward the boron source. The phenomenon of inequality of counter-diffusion
flows of atoms of different components, known as the Kirkendall effect. However,
in the practice of diffusion saturation, for example, with the same boron, no solution
of such problems with regard to crystal chemical reactions was undertaken.

The mechanism for the synthesis of the boride coating during the formation of
the low-boron Fe2B phase from a solid solution of boron in iron consists of two
stages—incubation and kinetic. The conventional scheme of the electrolytic syn-
thesis of the boride coating is shown in Fig. 14.1.

During the incubation period, a weak, supersaturated solid solution of boron in
iron is formed in the near-surface layer of iron. The release of excess boron leads to
the formation of embryos of the new boride phase. When the critical size of the
nuclei in the solid solution is reached, the low-boron Fe2B phase begins to grow.
After the formation of a continuous layer of a new phase over the entire surface, the
kinetic stage begins, i.e. boride growth.

The “Fe2B—solid solution” interface moves due to the formation of thermo-
dynamically nonequilibrium supersaturated solid solution in certain areas and the
subsequent formation of a stoichiometric chemical compound.

Electron microscopy makes it possible to reliably conduct quantitative analysis
and distribution of borides (Fig. 14.2).

As the thermodynamic equilibrium concentration of boron in the surface layers
at the grain and block boundaries is reached, precipitates of the boride phase are
formed, i.e. the system goes into an equilibrium two-phase state (Fig. 14.3). The
subsequent electrolytic saturation with boron is accompanied by an increase in the
grain size of the boride phase and the formation of a continuous layer of Fe2B in the
near-surface layers. Further diffusive mass transfer of boron is carried out through
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Fig. 14.1 Conventional scheme for the synthesis of diffusion coating, distribution of diffusion
fluxes and boron concentration during high-temperature electrolysis boronization of iron: I layer—
electrolyte, II layer—adsorption layer, III layer—FeB phase, IV layer—low-boron Fe2B phase, V—
boron solid solution in iron, VI—metal base

(a) (c)(b)

2 µm 2 µm 2 µm 

Fig. 14.2 Electron micrographs of carbon replicas of diffusion boride layers on nickel: a the
structure of borides in the transition zone; b the structure of the boride column; c the structure of
the grain boundaries in the zone of solid solution of boron in Armco iron
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the layer of the Fe2B phase. The difference between the diffusion rates of the solid
solution and the lower boride of iron leads to the accumulation of boron in Fe2B
and the formation of a new FeB phase. Thus, the system becomes three-phase—a
solid solution of boron in iron and borides FeB and Fe2B.

The kinetics of changes in the concentration of boride FeB is described by the
equation

dN
dt

¼ kðCFe � NÞðCB � NÞ; ð14:1Þ

where N—is the concentration of iron boride FeB; k—is a constant characterizing
the reaction rate; CFe—concentration of iron atoms; CB—concentration of boron
atoms.

Consider a particular case where the concentrations of the atoms of iron and
boron do not change over time, i.e.

CFe ¼ const; CB ¼ const: ð14:2Þ

Such a situation takes place, if we assume that in the studied time interval, the
change in concentrations, N, CFe, CB is insignificant.

Solving Riccatti’s (14.1), we obtain an expression that establishes the depen-
dence of the boride concentration of FeB on the time of boriding:

N ¼ CFe CB � N0ð Þe CB�CFeð Þkt � CB CFe � N0ð Þ
CB � N0ð Þe CB�CFeð Þkt � CFe � N0ð Þ ; ð14:3Þ

where N0 is the boride concentration at the initial time (t = 0).

(a) (b) (c)

50 µm 40 µm 40 µm 

Fig. 14.3 The surface structure of Armco iron before (a) and after electrolysis boronation at
T = 1123 K for 120 (b) and 240 (c) seconds
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At the initial time, the boride concentration is zero, from (14.3) we immediately
get:

N ¼ CFeCB e CB�CFeð Þkt � 1
� �

CBe CB�CFeð Þkt � CFe
: ð14:4Þ

To solve (14.4), it is necessary to consider two cases of the subsequent synthesis
of boride over time:

1. CB [CFe. In this case, as follows from (14.4):

lim
t!1 ¼ CFe; ð14:5Þ

2. CB\CFe: Then:

lim
t!1 ¼ CB: ð14:6Þ

A similar situation will be in the case if the N0 6¼ 0 and dependence N(t) is
described by the relation (14.3).

The increase in sample size in the process of boriding, i.e. the movement of the
outer boundary of the diffusion layer outside the sample can be represented as the
following scheme (Fig. 14.4). Here, the origin of coordinates coincides with the
electrolyte interface—the product at the initial moment of time.

In the process of electrolytic boronization, the boundary moves towards the
electrolyte, i.e. negative values X of according to the law �X ¼ yðtÞ [2].

The process of electrolysis boronization can be described by a system of counter
flows

JB ¼ �DB
@lB
@x

þð _yþ vÞCB; ð14:7Þ

Fig. 14.4 Scheme of
synthesis of boride coatings
on iron with allowance for
counter-currents of diffusant
and saturable matrix [1]
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JFe ¼ �DFe
@lFe
@x

þð _yþ vÞCFe; ð14:8Þ

where, lB and lFe—chemical potential of boron and iron, respectively; C is the
concentration of the diffusing element, v is the velocity of the lattice flow.

From here

�DB
@lB
@x

þ _yþ vð ÞCB ¼ �kB CFe � Nð Þ CB � Nð Þ ð14:9Þ

�DFe
@lFe
@x

þ _yþ vð ÞCFe ¼ �kFe CFe � Nð Þ CB � Nð Þ ð14:10Þ

where, kB ¼ mk, kFe ¼ nk, m, n—is the average molar concentration of boron and
iron, respectively. Solving the system of (14.9, 14.10), the speed of movement of
the external surface of the sample is defined as:

_yðtÞ ¼ k n� mð Þ CFe � Nð Þ CB � Nð ÞþDB
@lB
@x � DFe

@lFe
@x

CB þCFe
� v: ð14:11Þ

The kinetics of the outer surface can be described as:

_yðtÞ ¼ ak CFe � Nð Þ CB � Nð Þ; ð14:12Þ

where a ¼ n� mð Þ mCB þ nCFeð Þ at v ¼ v0 and a ¼ nDFe
~D

� mDFeB
~D

� �.
mCB � nCFeð Þ at v ¼ 0, here ~D is the coefficient of mutual diffusion.
Diffusion processes in the positive direction þX ¼ yðtÞ (Fig. 14.1), associated

with the formation of borides inside the sample, are due to the chemical potential
gradient l:

@l
@t

¼ @

@x
D
@l
@x

� �
ð14:13Þ

The derived equations describe the kinetics of the growth of the boride layer, but
the numerical values of the diffusion parameters are difficult to determine because
there are no reliable data on the activity values of the iron and boron atoms in the
borides. Reliable are data on the activities of iron and boron in a mixture of borides.

To solve the kinetic equations, the calculation formulas of [3] were used. It was
assumed that the activity of boron and iron is equal to I, and all parameters were
determined through the concentration of C.

The total thickness of the boride layer (taking into account the movement of the
outer boundary) was defined as:
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hðtÞ ¼ yðtÞþ ZðtÞ ¼ a2 þ bt
� �1=2�a; ð14:14Þ

where a ¼ D
k ; b ¼ 2D 1� lð Þ C1�C2

C��C1
; l ¼ yðtÞ

ZðtÞ.
The values a and b were calculated using the methods of successive approxi-

mations and least squares. Both methods showed good convergence of the obtained
results, and the results of calculations are presented in Table 14.1.

The temporal and temperature dependences of the displacement of the boride
phase boundary in the Z and Y directions for the case of boron eutectoid steel are
presented in Fig. 14.5.

The calculated theoretical values differ from experimental data by 3–5%. The
boron concentrations were determined on an X-ray microanalyzer, which made it
possible to calculate the ratio

C� � C1

C1 � C2
ffi 0:71 ð14:15Þ

The calculated coefficient of mutual diffusion is well described by the
expression:

D ¼ 2:6 exp � 42; 700
RT

� �
ð14:16Þ

Table 14.1 Dependence of boron diffusion parameters in iron on electrolysis temperature

T, K l a b D K

1123 0.22 5.39 � 10−4 2.72 � 10−9 2.46 � 10−9 4.56 � 10−6

1173 0.23 16.5 � 10−4 27.5 � 10−9 25.2 � 10−9 15.25 � 10−6

1223 0.23 32.9 � 10−4 63.8 � 10−9 56.3 � 10−9 17.7 � 10−6

Fig. 14.5 The effect of time
and temperature of
electrolysis on the movement
of the outer Z (t) and inner
Y (t) boundaries of boride
layers on eutectoid steel
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The parameters of the diffusion boronization of eutectoid steel are significantly
different from the calculations based on the constancy of the integral of the error
function for the growth phase with a constant concentration:

U
y

2
ffiffiffiffiffiffi
Ds

p
� �

¼ const, ð14:17Þ

where

y

2
ffiffiffiffiffiffi
Ds

p ¼ const, ð14:18Þ

i.e.

y ¼ z
ffiffiffiffiffiffi
Ds

p
: ð14:19Þ

Taking the temperature dependence of the diffusion coefficient in the form

D ¼ A e�E=RT ð14:20Þ

and substituting it in (14.19), we get

y2 ¼ z2e�E=RTs ð14:21Þ

where y is the depth of the layer; E—activation energy of diffusion.
Denoting Az2e�E=RT by 2p, we have:

y2 ¼ 2ps ð14:22Þ

Since (14.22) has a parabolic dependence, the method for calculating surface
growth described above is valid only if the parabolic dependence of the total depth
of the diffusion layer on the time of the boriding.

Figure 14.6 shows the dependences of the «full depth» of boride layers on
eutectoid steel on the time and temperature of the process when boriding in the melt
a drill with a cathodic current density of 2000 A/m2.

Fig. 14.6 The influence of
time and temperature of
electrolysis on the value of the
boride layer on eutectoid steel
(DK = 2000 A/m2)
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From the graphical dependence y2 ¼ f ðsÞ, it is possible to calculate the
parameter 2p in terms of the slope of the straight lines. From (14.21) and (14.22) it
follows that

ln 2p ¼ ln Az2 � E
2:3RT

: ð14:23Þ

Graphic dependence ln 2p ¼ f ð1=TÞ is a direct, allowing to determine the
numerical value ln Az2. For our case, it is equal to 1.95. Substituting this value into
(14.23), we find the activation energy of boron in eutectoid steel:

E ¼ 2:3 ðln Az2 � ln 2pÞRT ffi 29880 cal/mol ð14:24Þ

and diffusion coefficient

D ¼ 11:2 � 10�3exp
29880
RT

� �
: ð14:25Þ

These parameters allow us to derive an empirical equation that determines the
dependence of the boride layer depth y on temperature and electrolysis time s:

y ¼ z
ffiffiffi
A

p� �
exp � E

RT

� � ffiffiffi
s

p ð14:26Þ

The value z
ffiffiffi
A

p
can be determined from experimental data. For example, for

electrolysis saturation with boron of eutectoid steel for 30 min at T = 950 °C,
y = 70 lm:

y ¼ 0:07 ¼ z
ffiffiffi
A

p� �
exp � 29880

RT

� � ffiffiffiffiffiffiffi
0:5

p
; ð14:27Þ

from here z
ffiffiffi
A

p ¼ 45:19.
Substituting the values into formula (14.27), we have:

y ¼ 45:19 exp � 29880
RT

� � ffiffiffi
s

p
: ð14:28Þ

14.3 Conclusion

The kinetic equations for the growth of the boride coating both in the depth of the
iron sample and the growth of the outer layer, which increases the size of the
product, are obtained.
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For manufacturers engaged in chemical-thermal processing of precision parts
and assemblies (dies, punches, dies, broaches, etc.), two methods of computer
calculations of the required parameters have been developed and implemented: the
least squares method and the method of successive approximations. Both methods
showed good convergence of the results. The values found in this way are presented
in our work [4]. The discrepancies between the experimental and theoretical points
obtained do not exceed 3–5%.
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